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Abstract
This paper studies the plane strain problem of micropolar elastostatics assuming that the governing
equations are given in terms of stress functions of order one. We clarify the conditions of single
valuedness and construct the fundamental solution for the dual basic equations. We then establish
the integral equations of the direct method. Numerical examples illustrate the applicability of these
integral equations.

1 Introduction

In their book [1], the COSSERAT brothers assume that the motion of a material particle is described by a
displacement field and an independent rotation field. According to this assumption a material particle of
the body behaves as if it were a very small rigid body. Under this assumption a correct description of the
interaction on the inner surfaces of a solid body requires the existence not only of force stresses but of
couple stresses as well. The corresponding stress and couple stress tensors are, however, not symmetric.
The COSSERAT brothers did not deal with the issue of the constitutive equations.

The theory was reinvented among others by ERINGEN and SUHIBI [2, 3] and ERINGEN [4] who
supplemented the theory with the constitutive equations. Books [5] and [6] by NOWACZKY provide an
excellent overview on the linear theory of micropolar elasticity

According to the famous TONTI scheme [7, 8] the variables in the equations of mathematical physics
are categorized as fundamental variables, intermediate variables of the first and second kind and source
variables. Problems of mathematical physics can be set up in a primal formulation and in a dual one.
In [a primal]{a dual} formulation the set of field equations involve the defining equations, which relate
the fundamental variables to the intermediate variables of the first kind, the constitutive equations, which
connect the intermediate variables of the second kind to those of the first kind, and the balance equations,
which relate the intermediate variables of the second kind to the source variables. The intermediate
variables of the second kind in the [primal]{dual} formulation (system) coincide with the intermediate
variables of the first kind in the [dual]{primal} formulation (system). In addition the [primal]{dual}
defining equations identically satisfy the [dual]{primal} balance equations.

As regards the primal formulation in micropolar elasticity the displacement and rotation vectors
(together are referred to as displacements) are the fundamental variables, the asymmetric strain tensor
and the curvature twist tensor (together strains) are the intermediate variables of the first kind while the
asymmetric force stresses and couple stresses (together stresses) are the intermediate variables of the



G. Szeidl, J. Dudra

second kind. The body forces and couples constitute the source variables [9, 10]. Problems in the primal
formulation are governed by the kinematic equations (defining equations), which give the asymmetric
strain tensor and curvature twist tensor (together the strains) in terms of the displacement and rotation
vectors (together the displacements), HOOKE’s law which connects the force and couple stress tensors to
the two strain tensors, and the equilibrium equations (the balance equations) which relate the force and
couple stresses to the body forces and couples (the source variables).

General solutions to the primal equilibrium equations in terms of stress functions of order one have
been established independently of each other by SCHAEFFER [11, 12] and CARLSON [13]. It is worth
mentioning that their solutions are equivalent to each other.

For the dual formulation of micropolar elasticity stress functions of order one are the fundamental
variables, the force and couple stresses are the intermediate variables of the first kind, the asymmetric
strain tensor and the curvature twist tensor are the intermediate variables of the second kind and the
tensors of incompatibility (they are equal to zero in real problems) constitute the source variables. Prob-
lems in the dual formulation are governed by the representation of stresses in terms of stress functions
of order one (dual kinematic or defining equations), the inverse form of HOOKE’s law (dual constitutive
equations), which relates the dual intermediate variables of the second kind (the strains) to that of the
first kind (to the stresses), and the compatibility equations (dual balance equations).

The first plane problem of micropolar elasticity was formulated in the primal system by [14, 5].
Assuming isotropy, Iesan derived the associated integral equations [15]. Schiavone made these results
more accurate and precise for outer regions, and also investigated mixed boundary value problems in [16].
Fuang and Liang [17] developed a boundary element analysis of stress concentration in a micropolar plate
to determine the stress concentration factors for some cases.

A dual formulation for the first plane problem was published in paper [18]. To the best of our
knowledge, the direct boundary element formulation for the first plane problem in the dual system has
not yet been developed. In unpublished work, SZEIDL and IVAN [19] dealt with the formulation of
indirect boundary integral equations and presented some existence theorems.

In this paper, we first investigate the conditions of single valuedness for the first plane problem of
micropolar elasticity. Using these conditions we develop the fundamental solutions of order one and two.
Then we derive the SOMIGLIANA relations both for inner and outer regions. Finally we set up a direct
boundary element formulation and present an algorithm for numerical solutions.

The paper is organized into ten sections. Section 2 presents some preliminaries, and Section 3 clar-
ifies the supplementary conditions of single valuedness. The basic equations and the fundamental solu-
tions of order one are established in Section 4. Section 5 deals with the determination of the fundamental
solutions of order two. The dual SOMIGLIANA relations for inner and outer regions are derived in Sec-
tions 6 and 7. Section 8 clarifies how to determine the stresses on the boundary. The last two sections
present some numerical examples and a conclusion. The paper is closed by an Appendix which collects
longer proofs and derivations.

2 Preliminaries

Throughout this paper x1 = x, x2 = y and x3 = z are rectangular Cartesian coordinates with origin
O. The coordinate plane (x1, x2) coincides with the plane of strains. The ordered pair (x1, x2) is
denoted by x. {Greek}[Latin subscripts] are assumed to have the range {(1,2)}[(1,2,3)], and summation
over repeated subscripts is implied unless explicitly suspended. The triple connected plane region under
consideration (Figure 1) is denoted by A+ – inner region – and is bounded by the outer contour

L0 = Lt1 ∪ Lu2 ∪ Lt3 ∪ Lu4

and the inner contours
L1 = Lt5 and L2 = Lu6
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which – partly or wholly – consists of the arcs Lt1, Lt3, Lt5 and Lu2, Lu4, Lu6. Here the first {t}[u] in
the subscripts expresses that {displacements}[tractions] are prescribed on the arc considered. The second
subscript counts the arcs which constitute the contours. Note that the inner contoursL1 and L2 lie wholly
in the interior of the outer contour L0 and they have no points in common. We assume that each contour
has a continuously turning unit tangent τκ and admits a nonsingular parametrization in terms of its arc
length s. The outer normal is denoted by nπ. Let δκλ denote the Kronecker symbol, ∂α the derivatives
with respect to xα and ε3κλ the permutation symbol. P PP P t3= u3t4 u4= Lt3

Lu4 L t1 P Pt2 u2=
Lu2

Pt1=Pu5
A

A+

s -P Pt5 t6=Lt5s P Pu6 u7= Lu6s
Figure 1:

Let uκ and ϕ3 be the displacement and microrotation vectors (together the displacements); γπρ and κρ3

the asymmetric strain tensor and curvature twist tensor (together the strains); and tπρ and µν3, µ3ν the
asymmetric stress tensor and couple-stress tensor (together the stresses). Body forces and couples are
denoted by bρ and c3. Displacements and strains are assumed to be small. {The symmetric} [The skew]
part of a tensor, say the tensor tκλ, is denoted by {t(kλ)} [t<κλ>].

In the primal system the first plane problem is governed by

• the kinematic equations

κρ3 − ϕ3∂ρ = 0 , γπρ − uρ∂π − ερπ3ϕ3 = 0 (1)

• HOOKE’s law

tκλ = 2µ

(
γ(κλ) +

ν

1− 2ν
γφφδκλ

)
+ 2αγ〈κλ〉 (2a)

µν3 = (γ + ε) κν3, µ3ν = (γ − ε) κν3 (2b)

where µ, α, γ, ν and ε are the material constants of an isotropic body, and

• the primal balance equations

∂νtνρ + bρ = 0, ∂νµν3 + ε3νρtνρ + c3 = 0 . (3)

Field equations (1), (2a,b) and (3) should be associated with appropriate boundary conditions. If a
contour is not divided into parts then either tractions or displacements can be imposed on it. If a contour
is divided into parts then it is assumed to consist of an even number of arcs, with alternating prescriptions
of displacements and tractions. For the inner region shown in Figure 1 {tractions}[displacements] are
given on the arc { Lt = Lt1 ∪ Lt3 ∪ Lt5}[ Lu = Lu2 ∪ Lu4 ∪ Lu6]. Letters with hats stand for the
prescribed values. The displacement and traction boundary conditions are given by

uκ = ûκ, ϕ3 = ϕ̂3 (4a)

3



G. Szeidl, J. Dudra

and
nνtνρ = t̂ρ, nνµν3 = µ̂ . (4b)

Field equations (1), (2a,b) and (3) should be associated with appropriate boundary conditions. If a
contour is not divided into parts then either tractions or displacements can be imposed on it. If a contour
is divided into parts then it is assumed to consist of an even number of arcs, with alternating prescriptions
of displacements and tractions. For the inner region shown in Figure 1 {tractions}[displacements] are
given on the arc { Lt = Lt1 ∪ Lt3 ∪ Lt5}[ Lu = Lu2 ∪ Lu4 ∪ Lu6]. Letters with hats stand for the
prescribed values. The displacement and traction boundary conditions are given by

uκ = ûκ, ϕ3 = ϕ̂3 (5a)

and
nνtνρ = t̂ρ, nνµν3 = µ̂ . (5b)

In the dual system the first plane problem of micropolar elastostatics [20] is governed by

• the dual kinematic equations

tπρ = επµ3∂µFρ +
o
tπρ , (6a)

µν3 = ενπ3 (∂πH+ ε3πρFρ) +
o
µν3 (6b)

which give the stresses tπρ and µν3 in terms of stress functions of order one Fρ and H while
o
tπρ

and
o
µν3 are particular solutions of the primal equilibrium equations,

• the inverse form of HOOKE’s law (dual constitutive equations)

γκλ =
1
2µ

t(κλ) +
1
2α

t〈κλ〉 −
ν

2µ
tφφδκλ , (7a)

κν3 =
1

γ + ε
µν3 ; (7b)

• and the compatibility differential equations (dual balance equations)

E = ε3πρκρ3∂π = 0 Dρ = ε3νπ (γπρ∂ν + επρ3κν3) = 0 . (8)

REMARK 1.: If µ > 0, γ + ε > 0, α > 0, ν ∈ (0, 0.5) then the strain energy density

e(t11, . . . , µ23) =
1
2

{
1
2µ

(
t(κλ)t(κλ) − νtϕϕtρρ

)
+

1
4α

t<κλ>t<κλ> +
1

γ + ε
µρ3µρ3

}
(9)

is strictly positive provided that at least one stress component is different from zero.
REMARK 2.: For plane problems there are four independent material constants: µ, ν, α and γ + ε.

It is customary to introduce the characteristic lengths l, l1 and the coupling number N which are defined
by

l2 =
γ + ε

4µ
, l21 =

(γ + ε)(µ + α)
4µα

, N2 =
l2

l21
=

α

µ + α
. (10)

If l and l1 tend to zero, the equations of micropolar elasticity simplify to those of classical elasticity. If
N tends to 1 we obtain the equations of the couple stress theory.

REMARK 3.: The stress representations (6a,b) (the dual kinematic equations) are solutions to the

primal equilibrium equations. The particular solutions
o
tπρ and

o
µν3 have the form

o
tπρ = ∂πpρ ,

o
µν3 = εν3ηpη + ∂πq
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in which
4pρ = −bρ , 4q3 = c3 .

These representations were found found independently of each other by SCHAFFER [12] and CARLSON

[13].
REMARK 4.: There belong no stresses to the stress functions

Fρ =
o
Fρ and H =

o
H− ε3πρxπ

o
Fρ (11)

where
o
Fρ and

o
H are arbitrary constants. These stress functions correspond to the rigid body motion

which causes no strains in the region under consideration and are referred to as dual rigid body motion.
REMARK 5.: There are no strains due to the rigid body motion

uρ =
o
uρ + ε3πρxπ

o
ϕ3 and ϕ3 =

o
ϕ3 (12)

where
o
uρ and

o
ϕ3 are arbitrary constants. These displacements correspond to those stress functions caus-

ing no stresses in the region under consideration.
REMARK 6.: The primal kinematic equations (1) are solutions to the dual balance equations (8).
REMARK 7.: If the compatibility differential equations or, equivalently, the dual balance equations

are satisfied, then the strains γπρ and κν3 are compatible on a single connected domain, i.e. the primal
kinematic equations have one solution for the displacements uρ and ϕ3 provided that we disregard rigid
body motions.

Field equations (6a,b), (7a,b) and (8) should be associated with appropriate boundary conditions.
Kozak and Szeidl [21] have shown that the strain boundary conditions

τπγπρ =
dûρ

ds
+ τπερπ3ϕ̂3 , s ∈ Lu (13a)

τπκπ3 =
dϕ̂3

ds
, s ∈ Lu (13b)

correspond to the displacement boundary conditions of the primal system.
Consider now the boundary conditions on arc Lt. Using equations (4b) and (6a,b) we have

t̂ρ −
◦
tρ =nπεπν3 (Fρ∂ν) =

dFρ

ds
, s ∈ Lt (14a)

µ̂− ◦
µ =nπεπν3 (H∂ν + ε3νρFρ) =

dH
ds

− nρFρ , s ∈ Lt (14b)

where ◦
tρ = nσ (pρ∂ν) ,

◦
µ = nρ (ερ3ηpη + q∂ρ) . (14c)

To solve the differential equation (14a), let

F̂ρ(s) =
∫ s

Pti

[
t̂ρ(σ)− ◦

tρ(σ)
]

dσ , s ∈ Lti , i = 1, 3, 5 , (15)

and let Cρ
(ti)

(i = 1, 3, 5) be constants of integration. Then any solution of (14a) can be written as

Fρ (s) = F̂ρ(s) + Cρ
(ti)

s ∈ Lti i = 1, 3, 5. (16)

This equation is one of the boundary conditions for the arc Lt.
Let Ĥ (s) be a solution to the differential equation

µ̂− ◦
µ =

d

ds
Ĥ − nρF̂ρ (17)
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Integration yields

Ĥ(s) =
∫ s

Pti

[
µ̂(σ)− ◦

µ(σ) + nρF̂ ρ
3

]
dσ . (18)

Subtracting equation (17) from (14b) and then using (16) we obtain the differential equation

d

ds
(H− Ĥ)− nρCρ

(ti)

= 0

which implies the boundary condition

H (s) = Ĥ (s) + C
(ti)
− ε3κρ [xκ(s)− xκ(Pti)]Cρ

(ti)

s ∈ Lti i = 1, 3, 5 (19)

where C
(ti)

is a constant of integration.

3 Supplementary compatibility conditions

The compatibility field equations (8) do not guarantee single valuedness of the displacements if the region
is multiply connected or if tractions are prescribed on more than one boundary arc. In this section we
derive compatibility conditions for these cases as well from the principle of minimum complementary
energy. As is well known, the total complementary energy functional is

K = −1
2

∫

A+

(tπργπρ + µν3κν3) dA +
∫

Lu

(nπtπρûρ + nνµν3ϕ̂3) ds . (20)

The stationarity condition

δK = −
∫

A+

(γπρδtπρ + κν3δµν3) dA +
∫

Lu

(nπδtπρûρ + nνδµν3ϕ̂3) ds = 0 (21)

ensures that the strains γπρ and κν3 satisfy the conditions to be kinematically admissible. In the func-
tional (20) γπρand κν3 are given in terms of the stresses tκλ and µν3 via HOOKE’s law while the stresses
tκλ and µν3 should satisfy the equilibrium equations and the traction boundary conditions. Consequently,
the variations of stresses can not be arbitrary but should meet the side conditions

∂πδtπρ = 0 , ∂νδµν3 + ε3νρδtνρ = 0 , x ∈ A+ (22)

nπδtπρ = 0 , nνδµν3 = 0 , s ∈ Lt . (23)

Both (22) and (23) are satisfied if δtπρ and δµν3 are expressed with the stress functions and the integration
constants introduced in (16) and (19) as follows

δtπρ = επµ3∂µδFρ , δµν3 = ενπ3 (∂πδH+ ε3πρδFρ) , x ∈ A+

δFρ (s) = δCρ
(ti)

, i = 1, 3, 5 s ∈ Lti (24)

δH (s) = δĤ (s) + δC
(ti)

− ε3κρ [xκ(s)− xκ(Pti)] δCρ
(ti)

, i = 1, 3, 5 s ∈ Lti . (25)

Substituting equations (24) into the extremum condition and applying the Green theorem we have

δK = δKA + δKL + δKu = 0 (26)

where
δKA = −

∫

A+

[D ρ δFρ + E δH] dA = 0 (27)
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and

δKL =
∫

Lu∪Lt

(nµεµπ3γπρ δFρ + nπεπν3κν3 δH) ds (28a)

δKu =
∫

Lu

[nπεπµ3δFρ∂µûρ + nνενψ3 (δH∂ψ + ε3ψρδFρ) ϕ̂3] ds . (28b)

To derive the final expression for δKL + δKu, we combine the following observations:

• nπεπµ3 = τµ and L = Lu ∪ Lt;

• the variations of stress functions on Lt are given by (24) and (25);

• the variations of stress functions are continuous on L including the points Pt1, Pt2, Pt3 and Pt4 as
well;

• the desired result can be achieved if we perform partial integrations when transforming δKu and
take the continuity of the stress functions into account.

Building on these steps, we can integrate by parts the expression for δKu and use the continuity of the
stress functions to obtain from (28a) and (28b) the following result:

δKL + δKu = (29)

=
∫

Lu

[
τπγπρ − dûρ

ds
− τπερπ3ϕ̂3

]
δFρds +

∫

Lu

[
τπκπ3 − dϕ̂3

ds

]
δHds+

+
∮

Lt5

τπκπ3ds δ C
(t5)

+
∮

Lt5

τπ [γπρ − κπ3ερ3σ (xσ − xσ(Pt5))] ds δCψ
(t5)

+

+
∑

i=1,3

{∫

Lti

τπκπ3ds− ϕ̂3 |Pt,i+1

Pti

}
δ C
(ti)

+

+
∑

i=1,3

{ ∮

Lti

τπ [γπρ − κπ3ερ3σ (xσ − xσ(Pt5))] ds−

− ûρ|Pt,i+1

Pti
+ ϕ̂3ερ3σ (xσ (Pt,i+1)− xσ (Pti))

}
δCρ
(ti)

.

Since the variations are arbitrary in (27) and (29), we obtain four groups of equations:

– the compatibility conditions on A+:

E (x) = 0 , Dρ (x) = 0 ; (30)

– the strain boundary conditions on Lu:

τπγπρ − dûρ

ds
− τπερπ3ϕ̂3 = 0 , τπκπ3 − dϕ̂3

ds
= 0 ; (31)

– the compatibility conditions at large on L1:
∮

L1

τπ [γπρ − κπ3ερ3σ (xσ − xσ(Pt5))] ds = 0 ,

∮

L1

τπκπ3ds = 0 ; (32)

and
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– the supplementary boundary conditions on L0

∮

Lti

τπ [γπρ − κπ3ερ3σ (xσ − xσ(Pt5))] ds− ûρ|Pt,i+1

Pti
+ (33a)

+ ϕ̂3ερ3σ (xσ (Pt,i+1)− xσ (Pti)) = 0 , i = 1, 3∫

Lti

τπκπ3ds− ϕ̂3 |Pt,i+1

Pti
= 0 . (33b)

REMARK 8.: It can be shown that only two of the three macro conditions of compatibility – the com-
patibility condition at the large (32) and the supplementary conditions of single valuedness (33a,b) are
independent of each other. Since each of these conditions involves three equations, we can set three of
the nine undetermined constants – for example, C

(t1)
and C

(t1)
ρ – to zero. This follows because no stresses

belong to the corresponding stress functions

Fρ (s) = C
(ti)

ρ and H (s) = C
(ti)
− ε3κρ [xκ(s)− xκ(Pti)] C

(ti)
ρ .

As a result, the number of independent macro conditions for single valuedness equals the number of
undetermined constants of integration.

4 Basic equations and fundamental solutions of order one

Here and in the sequel we shall assume that there are no body forces. Substituting the dual kinematic
equation (6a,b) into HOOKE’s law (7a,b) and the result into the compatibility equations (8) we have

[
−

(
1
4µ

+
1
4α

)
∂1∂1 − 1− ν

2µ
∂2∂2 +

1
γ + ε

]
F1 +

(
1
4µ

− 1
4α

− ν

2µ

)
∂1∂2F2−

− 1
γ + ε

∂2H = 0 , (34a)

(
1
4µ

− 1
4α

− ν

2µ

)
∂2∂1F1 +

[
−

(
1
4µ

+
1
4α

)
∂2∂2 − 1− ν

2µ
∂1∂1 +

1
γ + ε

]
F2

− 1
γ + ε

∂1H = 0 , (34b)

1
γ + ε

∂2F1 − 1
γ + ε

∂1F2 − 1
γ + ε

∆H = 0 . (34c)

The quantities that can be prescribed on the arcs constituting Lu are obtained from equations (13a,b):

τ1γ11 + τ2γ21 =
{

1− ν

2µ
τ1∂2 −

(
1
4µ

+
1
4α

)
τ1∂1

}
F1+

+
{(

1
4µ

− 1
4α

)
τ2∂2 +

ν

2µ
τ1∂1

}
F2 (35)

τ1γ12 + τ2γ22 =
{(

1
4µ

− 1
4α

)
τ1∂1 − ν

2µ
τ2∂2

}
F1+

+
{
−1 + ν

2µ
τ2∂1 +

(
1
4µ

+
1
4α

)
τ1∂2

}
F2 (36)
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τ1κ13 + τ2κ23 =
1

γ + ε
{−τ1F1 − τ2F2 + τ1∂2H−τ2∂1H} (37)

Let

a =
(γ + ε)(1− ν)

2µ
(38)

be a new constant. It is obvious – see REMARK 1. for details – that a > 0. After multiplying equations
(34a,b,c) with γ+ε and straightforward manipulations we arrive at the basic equations in the dual system
of the first plane problem:

(1− l2∆)F1 + (l2 − a)(F1∂2 −F2∂1)∂2 − ∂2H = 0 (39a)

(l2 − a)(F1∂2 −F2∂1)∂1 + (1− l2∆)F2 + ∂1H = 0 (39b)

∂2F1 − ∂1F2 −∆H = 0 (39c)

or in matrix form
Dlkuk = 0 , (40)

where

Dlk =




1− l2∆ + (l2 − a)∂2∂2 −(l2 − a)∂1∂2 −∂2

−(l2 − a)∂1∂2 1− l2∆ + (l2 − a)∂1∂1 ∂1

∂2 −∂1 −∆


 (41)

is the corresponding differential operator and

uk = (F1 | F2 |H) (42)

is the vector of unknowns, i.e., the vector of stress functions or the dual displacement field.
REMARK 9.: The system of differential equations (40) is elliptic if the material constants meet our

preconditions – see REMARK 1. for details.
Let Dkj be the cofactor of Djk:

[Dkl] =

=



− [

1− l2∆ + (l2 − a)∂2
1

]
∆ + ∂2

1 −(l2 − a)∆∂1∂2 + ∂1∂2 (1− l2∆)∂2

−(l2 − a)∆∂2∂1 + ∂2∂1 − [
1− l2∆ + (l2 − a)∂2

2

]
∆ + ∂2

2 −(1− l2∆)∂1

−(1− l2∆)∂2 (1− l2∆)∂1 (1− l2∆)(1− a∆)


 .

(43)

It is obvious that
DikDkl = DikDkl = det(Djl) δil (44)

where
det(Djl) = a(1− l2∆)∆∆ (45)

If we introduce a new unknown χl [22], [23] defined by the equation

uk = Dklχl (46)

and substitute it back into equation (22), we obtain an uncoupled system of differential equations

Dikuk = DikDklχl = det(Djl)χi = 0 . (47)

Let Q(ξ1, ξ2) and M (x1, x2) be two points in the plane of strain (the source point and the field point).
Further let e with components ei be a unit vector at Q. We shall assume temporarily that the point Q is

9
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fixed. The distance between Q and M is R, the position vector of M relative to Q is rκ. We call the
solution of the differential equation

Dlkuk + (γ + ε)δ(M −Q)el = 0 (48)

in which δ(M−Q) is the Dirac function the fundamental solution. It follows from our earlier arguments –
see in particular (45), (46) and (48) – that the fundamental solution can be obtained from the fundamental
solution for the Galjorkin functions χl, i.e., from the solution of the differential equation

Dikuk + (γ + ε)δ(M −Q)ei = a(1− l2∆)∆∆χi + (γ + ε)δ(M −Q)ei = 0 (49)

Let

k2 =
1
l2

and a =
γ + ε

al2
=

2µk2

1− ν
(50)

be further constants. With this notation, equation (49) implies that
(
∆− k2

)
∆∆χi = aδ(M −Q)ei (51)

Consequently

χi(M, Q) = χ(R)ei χ(R) = − a

8πk4

[
k2R2 ln R + 4 lnR + 4Ko(kR)

]
(52)

are the solutions for the Galjorkin functions – see [15], [24] – where Ko is the modified Bessel function
of order zero. As is well known [25]

Ko(z) = − ln z − z2

4
ln z − z4

64
ln z − . . . , K1(z) =

1
z

+
z

2
ln z +

z2

16
ln z + . . . (53)

and

Ko(z) =
√

π

2z
e−z + . . . , K1(z) =

√
π

2z
e−z + . . . . (54)

are the expansions in series if z → 0 and the asymptotic expansions if z →∞. In addition

M
∆ =

Q

∆ =
d2

dR2
+

1
R

d

dR
,

dKo(kR)
dR

= −kK1(kR) ,

dK1(kR)
dR

= −k

[
Ko(kR) +

1
kR

K1(kR)
]

.

(55)

Here the Q or M superscript means that the differentiation applies with respect to the coordinates of the
point Q or M . We will continue to use this notation below. Let

E(z) = (K1(z)− 1/z) /z and D(z) = Ko(z) + 2 (K1(z)− 1/z) /z (56)

be further functions that simplify notation. Substituting the expansions in series (53) we have

lim
z→0

E(z) =
1
2

ln z , lim
z→0

D(z) = −z2

8
ln z . (57)

Using equations (55) and (56) we obtain

dE(kR)
dR

= −D(kR)
R

and
dD(kR)

dR
= −kK1(kR)− 2

R
D(kR) . (58)

It is also not too difficult to check that the following equations hold:

∂α =
rα

R

d

dR
, ∂α∂β =

1
R2

[
rαrβ

d2

dR2
+

δαβR2 − rαrβ

R

d

dR

]
,

10
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∂αχ = − a

8πk4

{
k2rα (2 lnR + 1)− 4krα

R

[
K1(kR)− 1

kR

]}
=

= − a

8πk4

{
k2rα (2 ln R + 1)− 4krα

R
E(kR)

}
,

∂α∂βχ =
a

8πk4

{
k2

[
2δαβ ln R +

δαβR2 + 2rαrβ

R2

]
−

− 4k

R3

[
R2δαβ − 2rαrβ

] [
K1(kR)− 1

kR

]
+

4k2rαrβ

R2
K0(kR)

}
, (59)

∆χ = − a

2πk2
[ln R + K0(kR) + 1] , ∂α∆χ =

a

2π
rαE(kR) ,

∂α∂β∆χ =
a

2π

[
δαβE(kR)− rαrβ

R2
D(kR)

]
, ∆∆χ = − a

2π
K0(kR) .

Combining relations (43), (46) and (52) we have

u1 = e1D11χ︸ ︷︷ ︸
U11

+ e2D12χ︸ ︷︷ ︸
U12

+ e3D13χ︸ ︷︷ ︸
U12

=

= e1

{[
1− l2∆ + (l2 − a)∂2

1

]
∆− ∂2

1

}
χ + e2

[
(l2 − a)∆∂1∂2 − ∂1∂2

]
χ + e3

{
(1− l2∆)∂2

}
χ ,
(60a)

u2 = e1D21χ︸ ︷︷ ︸
U21

+ e2D22χ︸ ︷︷ ︸
U22

+ e3D23χ︸ ︷︷ ︸
U23

=

= e1

[
(l2 − a)∆∂2∂1 − ∂2∂1

]
χ + e2

{[
1− l2∆ + (l2 − a)∂2

1

]
∆− ∂2

2

}
χ− e3(1− l2∆)∂1χ ,

(60b)

u3 = e1D31χ︸ ︷︷ ︸
U31

+ e2D32χ︸ ︷︷ ︸
U32

+ e3D33χ︸ ︷︷ ︸
U33

=

= e1

{−(1− l2∆)∂2

}
χ + e2(1− l2∆)∂1χ + e3

{
(1− l2∆)(1− a∆)

}
χ . (60c)

We can check using the derivatives (55) and (59) and the asymptotic relations (53) that only ∆∆χ and
∆∂2χ/∂xα∂xβ are singular among the derivatives ∆∆χ, ∆∂2χ/∂xα∂xβ , ∆∂χ/∂xα, ∆χ, ∂2χ/∂xα∂xβ

in equations (60a,b,c) if R → 0:

∆∆χ =
a

2π
lnR , ∆∂2χ/∂xα∂xβ =

a

2π
δαβ ln R . (61)

Omitting the formal transformations, we obtain from equations (46), (52), (55) and (56) that

ul = ek(Q)Ukl(M, Q) (62)

in which

Uαβ(M,Q) =
a

2πk2

{
δαβ

[
1
2

lnR +
3
4

+ ak2E(kR)
]
− rαrβ

R2

[
1
2

+ ak2D(kr)
]}

, (63a)

U3α(M, Q) = −Uα3(M, Q) =
a

2πk2
(−1)(α)r3−α

(
1
2

ln R +
1
4

)
, (63b)

U33(M, Q) = − a

2πk2

{
1
4
R2 lnR−

(
1
k2

+ a

)
− a lnR

}
(63c)

11
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are the elements of the matrix of fundamental solutions.
REMARK 10.: The fundamental solution Ukl(M, Q) satisfies the symmetry and asymmetry condi-

tions

Ukl(M, Q) = Ukl(Q,M) , Uαβ(M, Q) = Uβα(M, Q) , U3α(M, Q) = −Uα3(M, Q) . (64)

REMARK 11.: The [rows]{columns} of the fundamental solution Ukl(M, Q) as three dimensional
vectors satisfy the fundamental equation (40) if [M ]{Q} is the independent variable and {Q}[M ] is
fixed.

REMARK 12.: Using (57), which gives the singular part of E(z), and the formulas providing the
material constants (38) and (50) we obtain the decomposition of Ukl(M, Q) into singular and nonsingular
parts:

Ukl(M, Q) =
S
Ukl(M, Q) +

N
Ukl(M,Q) (65)

where

S
Ukl(M,Q) =

1
2π




b 0 0
0 b 0
0 0 d


 ln R in which b =

µ

1− ν
+

2αµ

α + µ
and d = γ + ε . (66)

5 Fundamental solutions of order two

5.1 Calculating stresses from the fundamental solution of order one

In the absence of body forces the particular solutions
o
tπρ and

o
µν3 are equal to zero in equations (6a) and

(6b). Substituting the stress functions (62) into equations (6a,b), which give the force and couple stresses
in terms of stress functions, we have

t11 = u1∂2 = el(Q) Ul1(M,Q)∂2︸ ︷︷ ︸
Sl1(M,Q)

, t12 = u2∂2 = el(Q) Ul2(M, Q)∂2︸ ︷︷ ︸
Sl2(M,Q)

, (67a)

t21 = −u1∂1 = −el(Q) Ul1(M,Q)∂1︸ ︷︷ ︸
−Sl3(M,Q)

, t22 = −u2∂1 = −el(Q) Ul2(M,Q)∂1︸ ︷︷ ︸
−Sl4(M,Q)

, (67b)

µ13 = u3∂2 − u1 = el(Q) Ul3(M, Q)∂2︸ ︷︷ ︸
Ml1(M,Q)

− el(Q) Ul1(M, Q) , (67c)

µ23 = u3∂2 − u2 = el(Q) Ul3(M, Q)∂1︸ ︷︷ ︸
Ml2(M,Q)

− el(Q) Ul1(M, Q) . (67d)

Appendix A contains the matrices SlN (M, Q), N = 1, 2, 3, 4, andMlκ(M, Q), since these relations can
also be used in those equations which provide the stresses at the the inner points.

Using (63a), (63b) and (63c), after further derivation we find that the force stresses are

tπα(M, Q) =
a

2πk2
επρ3

1
R2

{
1
2

(
δαβrρ − δαρrβ − δβρrα + 2

rαrβrρ

R2

)
−

− ak2
(
δαβrρ + δαρrβ + δβρrα − 4

rαrβrρ

R2

)
D(kR) + ak2 rαrβrρ

R
kK1(kR)

}
eβ(Q)+

+
a

2πk2
επρ3(−1)(α)

[
δ3−α,ρ

(
1
2

lnR +
1
4

)
+

r3−αrρ

2R2

]
e3(Q) (68)

12
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while the couple stresses are

µπ3(M, Q) = − a

2πk2

{
(−1)(β)επρ3

[
δ3−β,ρ

(
1
2

ln R +
1
4

)
+

r3−βrρ

2R2

]
eβ(Q)+ (69)

+επρ3

[
rρ

(
1
2

ln R +
1
4

)
− a

rρ

R2

]
e3(Q)+

+
{

δπβ

[
1
2

ln R +
3
4

+ ak2E(kR)
]
− rπrβ

R2

[
1
2

+ ak2D(kR)
]}

eβ(Q) + (−1)(π)r3−π

(
1
2

ln R +
1
4

)
e3(Q)

}

which belong to the fundamental solutions. Note that in the above equations the Greek powers in paren-
thesis, i.e., (α) and (β), coincide with the free index α and the summation index β.

5.2 The strains that belong to the fundamental solution of order one.
Substituting the force and couple stresses (7a) and (7b) into the HOOKE law we obtain the strain tensor
γκλ and the curvature twist tensor κν3:

γ11 = C G11k(M, Q)ek(Q) , C = a/4πµk2R2 , (70a)

G111 =
1
2

[
(1− 2ν)r2 + 2

r2
1r2

R2

]
− ak2

(
r2 − 4

r2
1r2

R2

)
D(kR) + ak2 r2

1r2

R
kK1(kR) , (70b)

G112 = −1
2

[
(1− 2ν)r1 − 2

r1r
2
2

R2

]
− ak2

(
r1 − 4

r1r
2
2

R2

)
D(kR) + ak2 r1r

2
2

R
kK1(kR) , (70c)

2G113 = −(1− 2ν)R2 (ln R + 0.5) + νR2 − r2
2 , (70d)

γ12 = C G12k(M, Q)ek(Q)/2 , γ21 = C G21k(M, Q)ek(Q)/2 , (71a)

G121

G211
= r1

[
r2
2 − r2

1

R2
+ 2ak2

(
1 + 2

r2
2 − r2

1

R2

)
D(kR) + ak2 r2

2 − r2
1

R
kK1(kR)

]
± µ

α
ak2r1RkK1(kR) ,

(71b)

G122

G212
= r2

[
r2
2 − r2

1

R2
− 2ak2

(
1− 2

r2
2 − r2

1

R2

)
D(kR) + ak2 r2

2 − r2
1

R
kK1(kR)

]
± µ

α
ak2r2RkK1(kR) ,

(71c)

G123 = G213 = r1r2 , (71d)

γ22 = C G22k(M, Q)ek(Q) , (72a)

G221 =
1
2

[
(1− 2ν)r2 − 2

r2
1r2

R2

]
+ ak2

(
r2 − 4

r2
1r2

R2

)
D(kR)− ak2 r2

1r2

R
kK1(kR) , (72b)

G222 = −1
2

[
(1− 2ν)r1 + 2

r1r
2
2

R2

]
+ ak2

(
r1 − 4

r1r
2
2

R2

)
D(kR)− ak2 r1r

2
2

R
kK1(kR) , (72c)

2G223 = −(1− 2ν)R2 (ln R + 0.5) + νR2 − r2
1 , (72d)

κ13 =
a

2πk2

1
γ + ε

K13k(M, Q)ek(Q) , (73a)

K131 = −ak2

[
E(kr)− r2

1

R2
D(kR)

]
, K132 =

r1r2

R2
ak2D(kR) , K133 = a

r2

R2
, (73b)

κ23 =
a

2πk2

1
γ + ε

K23k(M, Q)ek(Q) , (74a)

K231 =
r1r2

R2
ak2D(kR) , K232 = −ak2

[
E(kr)− r2

2

R2
D(kR)

]
, K233 = −a

r1

R2
. (74b)
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The dual stresses are defined by equations

tλ = τ1γ1λ + τ2γ2λ and t3 = τ1κ13 + τ2κ23 . (75)

Note that these quantities constitute the right sides of the strain boundary conditions (13a) and (13b). We
now introduce the following additional notation

Φρ1 =
1
2

[
(1− 2ν)− (−1)(ρ)2

r2
ρ

R2

]
+ (−1)(ρ)ak2

[(
1− 4

r2
ρ

R2

)
D(kR)− r2

ρ

R
kK1(kR)

]
, (76)

Φρ2 =
1
2

[
(1− 2ν) + (−1)(ρ)2

r2
ρ

R2

]
− (−1)(ρ)ak2

[(
1− 4

r2
ρ

R2

)
D(kR)− r2

ρ

R
kK1(kR)

]
, (77)

Φ3κ = (1− 2ν)R2

(
1
2

lnR +
1
4

)
− ν

R2

2
+

r2
3−κ

2
, (78)

Ψρκ =
1
2

{
r2
2 − r2

1

R2
− (−1)(ρ)2ak2

(
1− (−1)(ρ)2

r2
2 − r2

1

R2

)
D(kR) + ak2 r2

2 − r2
1

R
kK1(kR)

}
+

(79)

+(−1)(κ) µ

2α
ak2RkK1(kR) ,

Kρ3 = −ak2
[
R2E(kR)− r2

ρD(kR)
]

, (80)

Ψ13 = Ψ23 = r1r2ak2D(kR) . (81)

Substitute now the strains (70a),...,(74b) into the definitions of the dual stresses (75). If we then use the
notation (76),...,(81), we obtain

tk = el(Q)Tlk(M◦, Q) , (82)

where

Tlk(M◦, Q) =
1

2π(1− ν)R2
× (83)

×




−n2r2Φ11 + n1r1Ψ11 n1r2Φ12 − n2r1Ψ12
2µ

(γ + ε)
(−n2K13 + n1Ψ13)

n2r1Φ21 + n1r2Ψ21 −n1r1Φ22 − n2r2Ψ22 − 2µ

(γ + ε)
(−n1K23 + n2Ψ23)

n2Φ31 +
1
2
n1r1r2 −n1Φ32 − 1

2
n2r1r2 − 2µ

(γ + ε)
a (n1r1 + n2r2)




.

The last equation is the formula for calculating the dual stresses tk (brought into existence by the incom-
patibility el = el(Q)) at the point Mo on the boundary where the outward unit normal is nl = nl(Mo).

REMARK 13.: The matrix Tlk(M◦, Q) is that of the fundamental solutions of order two.
REMARK 14.: Matrix Tlk(M◦, Q) can also be resolved into a strongly singular and a non-strongly

singular part:

Tlk(M◦, Q) =
S
Tlk(M◦, Q) +

N
Tlk(M◦, Q), (84a)

where

S
Tlk(M◦, Q) = − 1

2π




∂ ln R

∂n o
M

g
∂ lnR

∂s o
M

0

−g
∂ lnR

∂s o
M

∂ ln R

∂n o
M

0

0 0
∂ ln R

∂n o
M




(84b)
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and

g =
1

2(1− ν)
− 2µ

α + µ
. (84c)

The singularity of matrix
N
Tkl(M,Q) is weaker than that of matrix

S
Tkl(

o
M,Q).

This statement can be proved as follows. Recall that the dual stresses tk are obtained from equations
(35) provided that the stress functions F1, F2 and H are those obtained from the fundamental solutions.
Consequently we can write

t1 = e1

{
τ1

2µ
[(1− ν)(D11∂2χ) + ν(D21∂1χ)] + τ2

[(
1
4µ

− 1
4α

)
(D21∂2χ)−

(
1
4µ

+
1
4α

)
(D11∂1χ)

]}

︸ ︷︷ ︸
T11

+

+ e2

{
τ1

2µ
[(1− ν)(D12∂2χ) + ν(D22∂1χ)] + τ2

[(
1
4µ

− 1
4α

)
(D22∂2χ)−

(
1
4µ

+
1
4α

)
(D12∂1χ)

]}

︸ ︷︷ ︸
T21

+

+ e3

{
τ1

2µ
[(1− ν)(D13∂2χ) + ν(D23∂1χ)] + τ2

[(
1
4µ

− 1
4α

)
(D23∂2χ)−

(
1
4µ

+
1
4α

)
(D13∂1χ)

]}

︸ ︷︷ ︸
T31

(85a)

t2 = e1

{
− τ2

2µ
[(1− ν)(D21∂1χ) + ν(D11∂2χ)] + τ1

[(
1
4µ

− 1
4α

)
(D21∂2χ)−

(
1
4µ

+
1
4α

)
(D11∂1χ)

]}

︸ ︷︷ ︸
T12

+

+ e2

{
− τ2

2µ
[(1− ν)(D22∂1χ) + ν(D12∂2χ)] + τ1

[(
1
4µ

− 1
4α

)
(D22∂2χ)−

(
1
4µ

+
1
4α

)
(D12∂1χ)

]}

︸ ︷︷ ︸
T22

+

+ e3

{
− τ2

2µ
[(1− ν)(D23∂1χ) + ν(D13∂2χ)] + τ1

[(
1
4µ

− 1
4α

)
(D23∂2χ)−

(
1
4µ

+
1
4α

)
(D13∂1χ)

]}

︸ ︷︷ ︸
T32

(85b)

t3 = e1
1

γ + ε
{τ1 [(D31∂2χ)− (D11χ)] + τ2 [(−D31∂1χ)− (D21χ)]}

︸ ︷︷ ︸
T13

+

+ e2
1

γ + ε
{τ1 [(D32∂2χ)− (D12χ)] + τ2 [(−D32∂1χ)− (D22χ)]}

︸ ︷︷ ︸
T23

+

+ e3
1

γ + ε
{τ1 [(D33∂2χ)− (D13χ)] + τ2 [(−D33∂1χ)− (D23χ)]}

︸ ︷︷ ︸
T33

(85c)

Note that these relations provide the elements of the fundamental solutions of order two directly in terms
the GALJORKIN function χ.

In the sequel we shall demonstrate how to determine the singular parts for the diagonal element
T11 and the off-diagonal element T12. First we substitute the derivatives of χ from the equations (59).
Then we keep only those terms on the basis of equation (61) which contain the derivatives of the weakly
singular lnR. We remark that the interchangeability of the derivations might be needed to identify the
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nonsingular terms. Finally we use definitions (10), (38) and (50) of the material constants. These steps
imply

S

T11 =
τ1

2µ
[(1− ν)(D11∂2χ) + ν(D21∂1χ)] + τ2

[(
1
4µ

− 1
4α

)
(D21∂2χ)−

(
1
4µ

+
1
4α

)
(D11∂1χ)

]
=

=
τ1

2µ





(1− ν)
[− (

1− l2∆ + (l2 − a)∂2
1

)
∆ + ∂2

1

]
∂2χ + ν

[(−(l2 − a)∆∂2∂1 + ∂2∂1

)
∂1χ

]
︸ ︷︷ ︸

non singular





+

+τ2




(
1
4µ

− 1
4α

) [(−(l2 − a)∆∂2∂1 + ∂2∂1

)
∂2

]
χ)

︸ ︷︷ ︸
non singular

−
(

1
4µ

+
1
4α

) [− (
1− l2∆ + (l2 − a)∂2

1

)
∆ + ∂2

1

]
∂1χ


 '

' τ1

2µ

{
(1− ν)l2∆∆∂2χ

}− τ2

[(
1
4µ

+
1
4α

) [− (
1− l2∂2

1 − l2∂2
2 + (l2 − a)∂2

1

)
∆ + ∂2

1

]
∂1χ

]
'

' −n2

2µ
(1− ν)l2∆∆∂2χ− n1

(
1
4µ

+
1
4α

)
a∆

(
∂2
1 + ∂2

2

)
∂1χ =

= −n2
(1− ν)al2

2µ︸ ︷︷ ︸
=1

1
2π

∂2 ln R− n1
1
4µ

α + µ

α
aa

︸ ︷︷ ︸
=1

1
2π

∂2 ln R = − 1
2π

∂ ln R

∂n o
M

.

For T12 a similar argument yields

S

T12 = − τ2

2µ
[(1− ν)(D21∂1χ) + ν(D11∂2χ)] + τ1

[(
1
4µ

− 1
4α

)
(D21∂2χ)−

(
1
4µ

+
1
4α

)
(D11∂1χ)

]
=

= − τ2

2µ

{
(1− ν)

(
(l2 − a)∆∂1∂2 − ∂1∂2

)
∂1χ + ν

[(
1− l2∆ + (l2 − a)∂2

2

)
∆− ∂2

1

]
∂2χ

}
+

+ τ1

[
−

(
1
4µ

− 1
4α

) [(
1− l2∆ + (l2 − a)∂2

1

)
∆− ∂2

1

]
∂1χ +

(
1
4µ

+
1
4α

) (
(l2 − a)∆∂1∂2 − ∂1∂2

)
∂2χ

]
'

' τ2

4µα

{
2ανl2∂2

2

}
∂2χ +

τ1

4µα

[
(α− µ)

(
l2∂2

2 + a∂2
1

)
∆ + (α + µ) (l2 − a)∆∂2

2

]
∂1χ '

' τ2

4µα

{
2ανl2∆∂2

2 − 2µa∆∂2
1

}
∂2χ +

τ1

4µα

[
(α− µ)

(
l2∆∂2

2 + a∆∂2
1

)
+ (α + µ) (l2 − a)∆∂2

2

]
∂1χ =

=
1
4π

a

4µα

{
2ανl2∂2

2 − 2µa∂2
1∆

}
τ2∂2 ln R +

1
4π

a

4µα

[
(α− µ)

(
l2 + a

)
+ (α + µ) (l2 − a)

]
τ1∂1 ln R =

=
1
2π

[
1

2(1− ν)
− 2µ

α + µ

]
(τ2∂2 + τ1∂1) ln R =

1
2π

[
1

2(1− ν)
− 2µ

α + µ

]
∂ ln R

∂s o
M

.

For the other cases the procedure is basically the same.

6 Dual Somiglian formulae for inner regions

6.1 The dual Somigliana identity

In this section we assume that the region under consideration is the simple connected inner region A+

depicted in Figure 2.
The functions Fψ, H, tκλ, µν3, γκλ and κν3 are called an elastic state of the region A+ if they

satisfy the field equations (6a), . . . ,(8). Let

Fψ, H, tκλ, µν3, γκλ, κν3

and ∗
Fψ,

∗
H,

∗
tκλ,

∗
µν3,

∗
γκλ,

∗
κν3
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L t1

u2 τϰ P Pt2 u2=
Pt1=Pu5

nπ

u4
t3

L
L

L oLPt4=Pu4
t3P P= u3A

A+

Figure 2: A simply connected inner region

be two elastic states of the region A+. Integrating by parts the compatibility differential equations (8)

(the weights are
∗
Fρ and

∗
H), using equations (6a) and (6b) and noting that because there are no body

forces the particular solutions for the stresses and couple stresses are equal to zero, we obtain

∫

A+

ε3µπ (γπρ∂µ + επρ3κµ3)
∗
Fρ dA +

∫

A+

ε3ψν κν3∂ψ

∗
H dA =

=
∮

Lo

τπγπρ

∗
Fρ ds +

∮

Lo

τνκν3

∗
H ds+

+
∫

A+

επµ3

( ∗Fρ∂µ

)
γπρ dA +

∫

A+

ενψ3

( ∗H∂ψ + εψρ3

∗
Fρ

)
κν3 dA . (86)

REMARK 15.: The value of the area integrals on the right side does not depend on whether the
asterisk is over the first or the second variable in the products. This can be seen if we express the strains
γπρ and κν3 in terms of stress functions using equations (6a) and (6b) which provide the stresses in terms
of stress functions and then the HOOKE law.

The dual SOMIGLIANA identity is obtained if we move the asterisks from their original position to
the variables which belong to the first elastic state, and then subtract the original equation (86):

∫

A+

Fρ ε3µπ

(∗
γπρ∂µ + επρ3

∗
κµ3

)

︸ ︷︷ ︸
uρ

(
′Dρl

∗
ul

)
dA−

∫

A+

H ε3ψν

(∗
κν3∂ψ

)

︸ ︷︷ ︸
u3

(
′D3l

∗
ul

)
dA−

−
∫

A+

ε3µπ (γπρ∂µ + επρ3 κµ3)
∗
FρdA +

∫

A+

ε3ψν (κν3∂ψ)
∗
H dA =

=
∮

Lo

Fρ τπ
∗
γπρ︸ ︷︷ ︸

uρ

∗
tρ

ds−
∮

Lo

H τν
∗
κν3︸ ︷︷ ︸

u3

∗
t3

ds −
∮

Lo

τπγπρ

∗
Fρ ds +

∮

Lo

τνκν3

∗
H ds . (87)

On the right hand side we have the weighted integrals of the basic equations with the dual displace-
ments as weights. The left hand side involves the products of the quantities on which boundary conditions
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can be imposed. Consequently the SOMIGLIANA identity can be cast into a form similar to the Green
identity of the potential theory. Introduce first the notation

′Dkl = Dkl/(γ + ε) . (88)

where ′Dkl is the operator of the basic equations (34). Using (41) and (42) with equation (87), after some
manipulations we obtain

∫

A+

[
uk

(
′Dkl

∗
ul

)
− ∗

uk

(′Dklul

)]
dA =

∮

Lo

[
ul

∗
tl − tl

∗
ul

]
ds . (89)

which has the same structure as the Green identity [26].
REMARK 16.: In the argument leading to (89) we did not use that the quantities

∗
uk and uk are elastic

states of the region A+. Consequently (89) always holds provided that
∗
uk and uk are arbitrary functions

that can be differentiated as many times as required.

6.2 The dual Somigliana formulae for inner regions

To derive the dual SOMIGLIANA formulae we shall assume that ul(M) is an elastic state of the region
A+. Suppose that the other elastic state, denoted by *, is the one which belongs to the fundamental
solutions:

∗
ul(M) = ek(Q)Ukl(M, Q) ,

∗
tl(M) = ek(Q)Tkl(M, Q) (90)

The latter is singular at the point Q. Depending on the position of the point Q relative to the region A+,
we distinguish three cases – two of them are shown in Figure 3.

1. If Q ∈ A+, then we first remove the neighborhood of Q with radius Rε, denoted Aε and assumed
to lie wholly in A+, from A+; and then we apply the dual SOMIGLIANA identity to the double
connected domain A′ = A+ \Aε. Note that the contour Lε of Aε and the arc L′ε, which is assumed
to be the part of the contour Lε lying within A+ coincide with each other.

2. If Q =
o
Q ∈ ∂A = Lo, then the part A+∩Aε of the neighborhood Aε of Q is removed from A+ and

we then apply the dual SOMIGLIANA identity to the simply connected region A′ = A+\(A+∩Aε).
In this case, the contour of the simply connected region just obtained consists of two arcs, the arc
L′o left from Lo after the removal of Aε and the arc L′ε, i.e., the part of Lε that lies within Ai.

3. If Q /∈ (A+ ∪ Lo) we apply the dual SOMIGLIANA identity to the original region A+.

Since both
∗
uk and uk are elastic states the surface integrals in (89) are identically equal to zero.

M O x1x2 Q
rM rQr A M

O x1x2rM rQ
ArR

Lo L
Lo R  Q=Qo

’’L ’AA+

Figure 3:
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We now consider each of these three cases, focusing on the main steps of the argument.

1. If Q ∈ Ai then substitute (90) into equation (89). This yields

∮

Lo

[Tkl(M◦, Q)ul(M◦)− Ukl(M◦, Q)tl(M◦)] dsM◦+

+
∮

Lε

[Tkl(M◦, Q)ul(M◦)− Ukl(M◦, Q)tl(M◦)] dsM◦ = 0 . (91)

Substituting the singular and non-singular parts of the fundamental solutions Ukl(M◦, Q) and
Tkl(M◦, Q) into the left sides of (92a) and (92b), using equations (66), (84a,b) and noting that
the limit of integrals involving the non-singular parts is zero, we obtain

lim
Rε→0

∮

Lε

Tkl(M◦, Q) [ul(M◦)− ul(Q)] dsM◦ = 0 , (92a)

lim
Rε→0

∮

Lε

Tkl(M◦, Q) dsM◦ = δkl and lim
Rε→0

∮

Lε

Ukl(M◦, Q)tl(M◦) dsM◦ = 0 . (92b)

Substituting these limits into equation (91) yields the first dual SOMIGLIANA formula

uk(Q) =
∮

Lo

Ukl(M◦, Q)tl(M◦) dsM◦ −
∮

Lo

Tkl(M◦, Q)ul(M◦) dsM◦ . (93)

REMARK 17.: Given the dual displacements (stress functions) uλ(M◦) and dual stresses (the corre-
sponding displacement derivatives) tλ(M◦) on the contour Lo, the first dual SOMIGLIANA formula
provides the elastic state uk(Q) in terms of two determinate integrals.

2. If Q = Q◦ ∈ ∂A = Lo then repeating the logic leading from (89) to (91) we can write
∮

L′o
[Tkl(M◦, Q◦)ul(M◦)− Ukl(M◦, Q◦)tl(M◦)] dsM◦+

+
∮

L′ε
[Tkl(M◦, Q◦)ul(M◦)− Ukl(M◦, Q◦)tl(M◦)] dsM◦ = 0 , (94)

where
lim

Rε→0

∫

L′ε
Tkl(M◦, Q◦) dsM = ckl(Q◦) . (95)

We remark that ckl(Q◦) = δkl/2 if the contour Lo is smooth at at the point Q◦. If not then ckl(Q◦)
depends on the angle formed by the tangents to the contour at Q◦. In addition

lim
Rε→0

∫

L′ε
Ukl(M◦, Q◦)tl(M◦) dsM = 0 , (96a)

lim
Rε→0

∫

L′ε
Tkl(

o
M, Q◦) [ul(M◦)− ul(Q◦)] dsM = 0 . (96b)

Combining equations (95),....,(96b) for the limit of equation (94) when Rε → 0 we obtain

ckl(Q◦)ul(Q◦) =
∮

Lo

Ukl(M◦, Q◦)tl(M◦) dsM◦ −
∮

Lo

Tkl(M◦, Q◦)ul(M◦) dsM◦ . (97)

This result is the second dual SOMIGLIANA formula for inner regions.

REMARK 18.: The integrals in (97) are to be taken in CAUCHY principal value.
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REMARK 19.: Since at a point of the contour Lo either the dual displacements (stress functions)
ul(M◦) or the dual stresses (displacement derivatives) tl(M◦) can be prescribed, the above integral
equation is suitable both for determining the missing ul(M◦) at a point Q where tl(M◦) is known,
and for determining the missing tl(M◦) at a point Q where ul(M◦) is known. Given these quanti-
ties on the whole boundary Lo, we can use the first dual SOMIGLIANA formala for computing the
field variables (stresses and strains).

3. If Q /∈ (A ∪ Lo) then only the integral over Lo remains in (89), and following steps similar to
above, we obtain the third dual Somogliana equation:

0 =
∮

Lo

Ukl(M◦, Q)tl(M◦) dsM◦ −
∮

Lo

Tkl(M◦, Q)ul(M◦) dsM◦ . (98)

REMARK 20.: Assume that

ul(M,Q) =
[

o
F1 |

o
F2 |

o
H+

o
F1r2(M,Q)−

o
F2r1(M, Q)

]
(99)

where
o
H,

o
F1 and

o
F2 arbitrary constants while r1 and r2 are the coordinates of some point M with

respect to the fixed point Q, which may coincide with the origin. It can be checked neither stresses nor
strains belong to this dual displacement vector. Hence

′Dklul = Dklul = 0, and tk = 0 . (100)

Using these equations, identity (89) yields
∫

A+

uk

(
′Dkl

∗
ul

)
dA =

∮

Lo

uk

∗
tk ds . (101)

Assume that
∗
ul and

∗
tk belong to the fundamental solutions. Then a comparison of equations (48) and

(88) gives
′Dkl

∗
ul + δ(M −Q)ek(Q) = 0 . (102)

Recalling that

∗
ul(M, Q) = Uls(M, Q)es(Q) ,

∗
tk(

o
M,Q) = es(Q)Tsl(

o
M,Q)

and taking equation (102) into account we get from equation (101) that

−
∫

A+

ukδ(M −Q)δkl el(Q)dA = −el(Q)δlkuk(Q,Q)η(Q) =
∮

Lo

el(Q)Tlk(
o

M, Q)uk(
o

M) ds o
M

.

(103)
Given the structure of the dual displacements (99), simple manipulations imply

∮

Lo

[Tl1 + r2Tl3 |Tl2 − r1Tl3 |Tl3] ds o
M

= −η(Q) [δl1 | δl2 | δl3] , (104)

where

η(Q) =





1 if Q ∈ A+

1
2

if Q =
o
Q ∈ Lo

0 if Q ∈ A−
(105)

This result will allow us to compute the strongly singular integrals in a numerical implementation devel-
oped for solving boundary value problems in inner regions.
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6.3 Formulae for the stresses

Substituting the first dual SOMIGLIANA formula (93) into equations (6a,b) we obtain the stresses at the
inner points Q of region Ai:

s 1 = t11 =
∮

Lo

[
U 1l(M◦, Q)

Q

∂2

]

︸ ︷︷ ︸
S1l

tl(M◦) dsM◦ −
∮

Lo

[
Tl1(M◦, Q)

Q

∂2

]

︸ ︷︷ ︸
−D1l

ul(M◦) dsM◦ , (106a)

s2 = t12 =
∮

Lo

[
U2l(M◦, Q)

Q

∂2

]

︸ ︷︷ ︸
S2l

tl(M◦) dsM◦ −
∮

Lo

[
T2l(M◦, Q)

Q

∂2

]

︸ ︷︷ ︸
−D2l

ul(M◦) dsM◦ , (106b)

s 3 = t21 = −
∮

Lo

[
U1l(M◦, Q)

Q

∂1

]

︸ ︷︷ ︸
−S3l

tl(M◦) dsM◦ +
∮

Lo

[
T1l(M◦, Q)

Q

∂1

]

︸ ︷︷ ︸
D3l

ul(◦M) dsM◦ , (106c)

s 4 = t22 = −
∮

Lo

[
U2l(M◦, Q)

Q

∂1

]

︸ ︷︷ ︸
−S4l

tl(M◦) dsM◦ +
∮

Lo

[
T2l(M◦, Q)

Q

∂1

]

︸ ︷︷ ︸
D4l

ul(M◦) dsM◦ , (106d)

m1 = µ13 =
∮

Lo

[
U3l(M◦, Q)

Q

∂2

]

︸ ︷︷ ︸
M1l

tl(M◦) dsM◦ −
∮

Lo

[
T3l(M◦, Q)

Q

∂2

]

︸ ︷︷ ︸
N1l

ul(M◦) dsM◦−

−
∮

Lo

[U1l(M◦, Q)] tl(M◦) dsM◦ +
∮

Lo

[T1l(M◦, Q)] (M◦)ul dsM◦ , (106e)

m2 = µ23 = −
∮

Lo

[
U3l(M◦, Q)

Q

∂1

]

︸ ︷︷ ︸
−M2l

tl(M◦) dsM◦ +
∮

Lo

[
T3l(M◦, Q)

Q

∂1

]

︸ ︷︷ ︸
−N2l

ul(M◦) dsM◦−

−
∮

Lo

[U 2l(M◦, Q)] tl(M◦) dsM◦ +
∮

Lo

[T2l(M◦, Q)] ul(M◦) dsM◦ (106f)

or in a more concise form

sK(Q) =
∮

Lo

SKl(M◦, Q)tl(M◦) dsM◦ +
∮

Lo

DKl(M◦, Q)ul(M◦) dsM◦ , K = 1, . . . , 4 (107a)

and

mκ(Q) =
∮

Lo

Mκl(M◦, Q)tl(M◦) dsM◦ −
∮

Lo

Nκl(M◦, Q)ul(M◦) dsM◦−

−
∮

Lo

[Uκl(M◦, Q)] tl(M◦) dsM◦ +
∮

Lo

[Tκl(M◦, Q)] ul(M◦) dsM◦ , κ = 1, 2 . (107b)

Matrices SKl(M◦, Q) and Mκl(M◦, Q) are all presented in Appendix A. Since the formulae for DKl(M◦, Q)
and Nκl(M◦, Q) are quite long we have not presented them in Appendix A.
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7 Dual Somigliana formulae for outer regions

7.1 Stresses at infinity

Let A− denote the part of the plane that lies outside the contour Lo – see Figure 4. Assume that the force
stresses and couple stresses are constants at infinity. These are denoted by

t11(∞), t12(∞), t21(∞), t22(∞) and µ13(∞), µ23(∞) .

By assumption the body forces and couples bρ and c3 vanish at infinity.
Since the couple stresses µν3(∞) are constants at infinity it follows from the equilibrium equation

(3)2 that the force stress tensor meets the symmetry condition

ε3νρtνρ(∞) = 0 .

Consider the stress functions

Fρ = επν3tρπ(∞)ξν + cρ(∞) . (108)

and

H = µ13(∞)ξ2 − µ23(∞)ξ1 + t11(∞)
ξ2
2

2
− t12(∞)ξ1ξ2 + t22(∞)

ξ2
1

2
+ c1(∞)ξ2 − c2(∞)ξ1 (109)

where cρ(∞) is an arbitrary constant. If we substitute these stress functions into (6a,b), in which we
neglect the particular solutions since the body forces and couples are assumed to be zero, it follows that
the stresses are constant on the entire plane. It is easy to see that the stress state

t11(∞), t12(∞), t21(∞), t22(∞) and µ13(∞), µ23(∞)

should be an elastic state of the whole plane (or of any subregion). As a result, the strains that belong to
the above stress state should meet the dual balance equations (8) (the compatibility equations).

Since the couple stress tensor µν3 is constant it follows from the HOOKE law (7b) that the curvature
twist tensor κν3 is also constant, i.e., it satisfies the dual balance equation (8)1.

If the force stress tensor tπρ is constant then according to the HOOKE law (7a) so is the strain tensor
γπρ. The dual balance equation (8)2 then implies that

Dρ = ε3νπγπρ∂ν − κρ3 = −κρ3 6= 0 (110)

which means that the second dual balance equation is satisfied if and only if κρ3 = 0 or, equivalently
given the HOOKE law (2b), if

µν3(∞) = 0 . (111)

It then follows that the stress state at infinity is described by the stress functions

F1 = ũ1(Q) = ξ2t11(∞)− ξ1t12(∞) + c1(∞) , F2 = ũ2(Q) = ξ2t21(∞)− ξ1t22(∞) + c2(∞)
(112)

and

H = ũ3(Q) = t11(∞)
ξ2
2

2
− t12(∞)ξ1ξ2 + t22(∞)

ξ2
1

2
+ c1(∞)ξ2 − c2(∞)ξ1 . (113)

which provide an elastic state on the whole plane (or on any part of it).
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7.2 Derivation of the dual Somigliana formulae for outer regions

Figure 4 depicts a triple connected region A′ bounded by the contours Lo, Lε and the circle LR with
radius eR and center O. Here Lε is the contour of the neighborhood Aε of Q with radius Rε while eR is
sufficiently large so that the region bounded by LR covers both L0, and Lε. If eR → ∞ and Rε → 0
then clearly A′ → A−.

Let uk(M) and
∗
uk(M) be sufficiently smooth elastic states (dual displacements) on A−. The corre-

sponding dual stresses on the contour are denoted by tk and
∗
tk, respectively.

A

eRne

A
O x1x2

Q R ’Lo L LR


Figure 4: Exterior region, Q is an inner point

Equation

∫

A′

[
uk(M)

(
M
Dkl

∗
ul(M)

)
− ∗

uk(M)
(

M
Dklul(M)

)]
dAM =

=
∮

Lo

[
ul(

o
M)

∗
tl(

o
M)− ∗

ul(
o

M)tl(
o

M)
]

ds o
M

+
∮

Lε

[
ul(

o
M)

∗
tl(

o
M)− ∗

ul(
o

M)tl(
o

M)
]

ds o
M

+
∮

LR

[
ul(

o
M)

∗
tl(

o
M)− ∗

ul(
o

M)tλ(
o

M)
]

ds o
M

(114)

is the dual SOMIGLIANA identity (89) when it is applied to the triple connected region A′e. Observe that
M over a letter means that the corresponding derivatives are taken with respect to the coordinates of M .
Let again

∗
ul(Q) = ek(Q)Ukl(M, Q) and

∗
tl(

o
M) = ek(Q)Tkl(

o
M, Q)

which provide a non singular elastic state of the plane in A′. We regard ul(M) as a different elastic
state in the region A−. Further we assume that ul(M) has the the following far field pattern (asymptotic
behavior)

uk = ũk .

Without loss of generality, assume that the origin is an inner point of the region A+. We need to consider
three cases depending on the location of the point Q – Figure 4 represents the first one.

1. If Q ∈ A− then region A′ is the subject of our investigation. Substituting the above quantities
into the SOMIGLIANA identity (114) and then noting that the surface integrals vanish and omitting
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ek(Q) we have

∮

Lo

[Tkl(M◦, Q)ul(M◦)− Ukl(M◦, Q)tl(M◦)] dsM◦+

+
∮

Lε

[Tkl(M◦, Q)ul(M◦)− Ukl(M◦, Q)tl(M◦)] dsM◦+

+
∮

LR

[Tkl(M◦, Q)ul(M◦)− Ukl(M◦, Q)tl(M◦)] dsM◦ = 0 . (115)

To compute the limit of the first two integrals as Rε −→ 0 and eR −→∞, note that they coincide
with (93) if in the latter all terms are moved to the left side. Consequently
∮

Lo

· · ·+ lim
Rε−→0

∮

Lε

· · · = uk(Q)+
∮

Lo

[Tkl(M◦, Q)ul(M◦)−Ukl(M◦, Q)tl(M◦)] dsM◦ . (116)

We now need to determine the limit of the third integral denoted by IR:

lim
eR−→∞

{∮

LR

[Ukl(M◦, Q)tl(M◦)− Tkl(M◦, Q)ul(M◦)] dsM◦

︸ ︷︷ ︸
IR

}
. (117)

In this equation

(a) IR coincides with the right side of the first dual Somigliana formula (93) which is valid since
Q is an inner point of the region;

(b) if eR −→∞ then ul and tl on the circle belong to the elastic state of the plane for which the
force stresses are constant and the couple stresses vanish everywhere.

Therefore we get
lim

eR−→∞
IR = ũk(Q) . (118)

Comparing equations (115), (116) and (118) yields the first dual SOMIGLIANA formula for exterior
regions:

uk(Q) = ũk(Q) +
∮

Lo

Ukl(M◦, Q)tl(M◦) dsM◦ −
∮

Lo

Tkl(M◦, Q)ul(M◦) dsM◦ .

(119)

2. If Q =
o

M is on Lo, nothing changes concerning the limit of the integral taken on LR. Conse-
quently

ckl(Q◦)ul(Q◦) = ũk(Q◦) +
∮

Lo

Ukl(M◦, Q◦)tl(M◦) dsM◦−

−
∮

Lo

Tkl(M◦, Q◦)ul(M◦) dsM◦ . (120)

REMARK 21.: Equation (120) is an integral equation for the unknowns ul(M◦) M◦ ∈ Lu and
tl(M◦) M◦ ∈ Lt. This is the integral equation of the direct method.

REMARK 22.: We do not detail the derivations leading to (120). This is because the integrals
taken on LR are computed exactly the same way as before, and the other terms can be obtained in
analogously to the integral equation (97) we set up for inner regions.
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3. If Q is inside the contour Lo, i.e., it lies in the region A+, then it is easy to show that

0 = ũk(Q) +
∮

Lo

Ukl(M◦, Q)tl(M◦) dsM◦ −
∮

Lo

Tkl(M◦, Q)ul(M◦) dsM◦ . (121)

which is the third SOMIGLIANA formula for exterior regions.

REMARK 23.: Let us assume again recalling Remark 20 that uk is taken from equation (99) – see
Remark 20 for details – and apply first relation (101) to region AR in Figure 4 (LR and AR should stand
for Lo and A+ in the relation we have referred to). Further let Q be an inner point of region AR. Assume

again that
∗
ul and

∗
tk belong to the fundamental solutions. Then repeating the line of thought resulting in

equation (103) we obtain
∫

AR

uk

(
′Dkl

∗
ul

)
dA =

∮

LR

uk

∗
tk ds = −ul(Q,Q)el(Q) (122)

Next apply (101) to region A′ in Figure 4. We get
∮

Lo

uk

∗
tk ds +

∮

LR

uk

∗
tk ds =

∫

A′
uk

(
′Dkl

∗
ul

)
dA , (123)

where using (103) we obtain
∫

A′
uk

(
′Dkl

∗
ul

)
dA = −η(Q) el(Q)

[
o
F1 δl1 |

o
F2 δl2 |

o
H δl3

]

while the integral on contour LR can be taken from equation (122). Consequently the following equation
∮

Lo

uk

∗
tk ds− ul(Q,Q)el(Q) = −η(Q) el(Q)

[
o
F1δl1 |

o
F2δl2 |

o
Hδl3

]
.

holds independently of R, and hence for R →∞ as well. Recalling the definition of uk we arrive at the
final form of the above equation

∮

Lo

[Tl1 + r2Tl3 |Tl2 − r1Tl3 |Tl3] ds o
M
− [δl1 | δl2 | δl3] = −η(Q) [δl1 | δl2 | δl3] , (124)

where

η(Q) =





1 if Q ∈ A−

1
2

if Q =
o
Q ∈ Lo

0 if Q ∈ A+

(125)

This result will allow us to compute the strongly singular integrals in a numerical implementation set up
for exterior regions.

8 Calculations of the stresses on the boundary

After solving the integral equations of the direct method (equation (97) for inner regions, equation (120)
for exterior regions) we know the dual displacement vector ul as well as the dual stresses tl, which can
be given in terms of displacements derivatives with respect to the arc coordinate, on the contour.

The next question is how to determine the stresses on the contour in terms of these quantities.
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Using equations (14b), (14c) and taking (4b) into account we have

dFρ

ds
= n1t1ρ + n2t2ρ , (126)

dH
ds

− nρFρ = n1µ13 + n2µ23 . (127)

The above equations are to be supplemented by the definition of the dual stresses (75):

tρ = τπγπρ and t3 = τπγπ3 (128)

The left sides of equations (126), . . . ,(128) are all known as soon as we have solved the integral equations
of the direct method. Since the strains can always be given in terms of stresses via the HOOKE law (7a)
and (7b) the right hand sides contain the unknown force and couple stresses

t11, t12, t21 t22, µ12 and µ23 .

If we consider equations (126), . . . ,(128) in the coordinate system (xyz) by substituting the relations
nx = τy and ny = −τx into (128) we obtain the system of linear equations

dux

ds
= nxtxx + nytyx ,

duy

ds
= nxtxy + nytyy ,

du3

ds
− nxFx − nyFy = nxµxz + nyµyz ,

tx = −nyγxx + nxγyx = −ny

[
1
2µ

txx − ν

2µ
(txx + tyy)

]
+ nx

[
1
2µ

tyx + txy

2
+

1
2α

tyx − txy

2

]
,

ty = −nyγxy + nxγyy = −ny

[
1
2µ

txy + tyx

2
+

1
2α

txy − tyx

2

]
+ nx

[
1
2µ

tyy − ν

2µ
(txx + tyy)

]
,

tz = −nyκxz + nxκyz =
1

γ + ε
(−nyµxz + nxµyz)

which can be solved for the stresses

txx, txy, tyx tyy, µxz and µyz .

For completeness we rewrite this equation system into a matrix form:




nx 0 ny 0 0 0
0 nx 0 ny 0 0
0 0 0 0 nx ny

− 1−ν
2µ ny

α−µ
4µα nx

α+µ
4µα nx

ν
2µny 0 0

− ν
2µnx −α+µ

4µα ny −α−µ
4µα ny

1−ν
2µ nx 0 0

0 0 0 0 − 1
γ+εny

1
γ+εnx







txx

txy

tyx

tyy

µxz

µyz




=

=




dux

ds
duy

ds
du3
ds − nxFx − nyFy

tx
ty
tz




. (129)
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9 Solution algorithm and numerical examples

9.1 The algorithm

To solve the integral equation (120), we divide the contour Lo into nbe arcs, which are the boundary
elements. The endpoints and midpoint of an element are, in many cases, the nodes on the element –
their number is denoted by nen (number of element nodes). The coordinates of an element as well as the
functions ul(M◦) and tl(M◦) over an element are approximated by quadratic polynomials based on the
nodal points. The order of the polynomial depends on the number of element nodes.

A quadratic approximation over an element might also be based on a different choice for the location
of the nodal points. The approximation is partly discontinuous if the [first] {last} nodal point is inside
the element, the [last] {first} nodal point is an endpoint of the element and there is a third nodal point
between the two.

The nodal points are numbered locally increasing in the positive direction of the arc coordinate s and
the node numbers take the values 1,2 and 3.

The global node numbering differs from the local one. Let Qi be the i-th node on the contour
Lo: i = 1, 2, . . . , nbn, where nbn is the number of the boundary nodes on the contour. These are also
numbered starting form an arbitrary nodal point of the contour and increasing in the positive direction.

In the computations we apply continuous (or partly discontinuous) quadratic shape functions. The
arc coordinate on the element is mapped onto the interval η ∈ [−1, 1] while the shape functions N i(η)
are Lagrange polynomials given in terms of the nodal coordinates η1 < η2 < η3; ηi ∈ [−1, 1] i = 1, 2, 3:

N1(η) =
1

(η1 − η2)(η1 − η3)
(η − η2)(η − η3) , (130)

N2(η) =
1

(η2 − η3)(η2 − η1)
(η − η3)(η − η1) , N3(η) =

1
(η3 − η1)(η3 − η2)

(η − η1)(η − η2)

where η1 = −1 and −1 < η2 < η3 < 1 if there is a discontinuity at the point η = 1 while η3 = 1 and
−1 < η1 < η2 < 1 if a discontinuity occurs at the point η = −1.

Let
e
xq

λ,
e
u

q
l and

e
t
q
l be the nodal coordinates, the dual displacements and the dual stresses at the q-th

nodal point of the element e. Then

e
xλ =

nen∑

q=1

N q (η)
e
xq

λ ,
e
ul =

nen∑

k=1

N q (η)
e
u

q
l and

e
tl =

nen∑

k=1

N q (η)
e
t
q
l (131)

are the approximations of the contour, the dual displacements and the dual stresses on the e–th element.

Using equation (131)1 and the definition of the shape functions (130) we can set up a closed form
relation between ds and dη:

ds =

√(
dx1

dη

)2

+
(

dx2

dη

)2

︸ ︷︷ ︸
J(η)

dη = J(η)dη . (132)

The equation that provides J(η) is not detailed here.
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9.2 The equation system to be solved

Substituting approximations (131) into integral equation (97) and integrating element by element we
obtain

ckl(Q◦)ul(Q◦) =
nbe∑

e=1

∫

Lo

Ukl(η, Q◦)
nen∑

q=1

N q (η) J(η)dη
e
tkl −

−
nbe∑

e=1

∫

Lo

Tkl(η, Q◦)
nen∑

k=1

N q (η) J(η)dη
e
u

q
l , Q = Q◦ ∈ Lo . (133)

Let

uj =




u
j
1

u
j
2

u
j
3


 and tj =




t
j
1

t
j
2

t
j
3


 , j = 1, . . . , nbn (134)

be the matrices of the dual displacements and stresses at the nodal point j. For the whole contour
equations

uT = [ u1
1 u1

2 u1
3︸ ︷︷ ︸

uT
1

| u2
1 u2

2 u2
3︸ ︷︷ ︸

uT
2

| . . . | unbn
1 unbn

2 unbn
3︸ ︷︷ ︸

uT
nbn

] , (135)

and

tT = [ t11 t12 t13︸ ︷︷ ︸
uT

1

| t21 t22 t23︸ ︷︷ ︸
uT

2

| . . . | tnbn
1 tnbn

2 tnbn
3︸ ︷︷ ︸

uT
nbn

] (136)

define the matrices of the dual displacements u and the dual stresses t where T denotes the transpose
of a matrix. The value of the function a(j, e) is the local node number that belongs to the global node
number j on element e. To simplify later derivations, we introduce the 3 × 3 submatrices hij and bij

defined as

ĥij =


∑

e∈j

∫

Le

Tkl(Qi, η)Na(j,e)(η)J(η) dη


 (137)

and

bij =


∑

e∈j

∫

Le

Ukl(Qi, η)Na(j,e)(η)J(η) dη


 (138)

in which (a) Qi is the i-t nodal point referred to as collocation point; (b) the summation is over those
boundary elements having the nodal point j as their common nodal point; and (c) Na(j,e)(η) is the a-th
shape function. Introducing the additional notation

cii = [cκλ(Qi)] , (139)

and

hij =
{

ĥii + cii, ha i = j

ĥij , ha i 6= j
(140)

and then assuming that Qo = Qi, we can rewrite equation (133) as

[
hi1 hi2 · · · hinbn

]



u1

u2

· · ·
unbn


 =

[
bi1 bi2 · · · binbn

]



t1

t2

· · ·
tnbn


 , i = 1, . . . , nbn (141)
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Unification of the above equations yields



h11 h12 · · · h1nbn

h21 h22 · · · h2nbn

. . . . . . . . . . . . . . . . . . . . . . . . . . . .
hnbn1 hnbn2 · · · hnbnnbn







u1

u2

· · ·
unbn


 =




b11 b12 · · · b1nbn

b21 b22 · · · b2nbn

. . . . . . . . . . . . . . . . . . . . . . . . . . . .
bnbn1 bnbn2 · · · bnbnnbn







t1

t2

· · ·
tnbn


 , (142)

which can be cast into a more compact form as

Hu = Bt . (143)

In the above equation either uk or tk is known from the boundary conditions. Consequently we have as
many equations as there are unknowns. After determining the unknown nodal values both ul(M◦) and
tl(M◦) can be regarded as known functions on the contour Lo.

Field variables at inner points are then obtained from equations (93) and (106a,...,f), (107a,b).
Determination of the stresses on the boundary part Lu requires the solution of equations (129).
Determination of the diagonal submatrices hii, i = 1, . . . , nbn requires the computation of strongly

singular integrals. However we can avoid computing strongly singular integrals if we follow the follow-
ing procedure.

Let Qi be the collocation point and typeset [the elements of the matrix hij]{the matrix hij in full} in
the following way:

hij
kl and




h11 h12 h13

h21 h22 h23

h31 h33 h33




ij

, i, j = 1, . . . , nbn , k, l = 1, 2, 3 (144)

First assume that
o
F1 =

o
F2 = 0 and

o
H = 1. It follows from Remark 20 – see page 20 for details – that

no stresses and strains belong to the dual displacements

ul(M, Qi) = [0|0|1]

obtained from equation (99). Substituting the above dual displacements into equation (141) we have

j=nbn∑

j=1




h11 h12 h13

h21 h22 h23

h31 h33 h33




ij 


0
0
1


 =




0
0
0




and hence

hii
k3 = −

j=nbn∑
j=1
j 6=i

hij
k3 . (145)

Second assume that
o
F1 = 1 and

o
F2 =

o
H = 0. Again, the logic of Remark 20 implies that no stresses

and strains belong to the dual displacements

ul(M, Qi) = [1 | 0 |r2]

obtained from equation (99). Substitution of the above dual displacements into equation (141) yields

j=nbn∑

j=1




h11 h12 h13

h21 h22 h23

h31 h33 h33




ij 


1
0
r2




j

=




0
0
0
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from where

hii
k1 = −

j=nbn∑
j=1
j 6=i

hij
k1 − hii

k3r
i
2 −

j=nbn∑
j=1
j 6=i

hij
k3r

j
2 = −

j=nbn∑
j=1
j 6=i

hij
k1 −

j=nbn∑
j=1
j 6=i

hij
k3(r

i
2 − rj

2) (146)

Third we assume that
o
F1 =

o
H = 0 and

o
F2 = 1. Then repeating the logic leading to (146) we get

hii
k2 = −

j=nbn∑
j=1
j 6=i

hij
k2 −

j=nbn∑
j=1
j 6=i

hij
k3(r

i
1 − rj

1) (147)

Using equations (145), (146) and (147) we can avoid computing strongly singular integrals.
For an outer region, we have to add a further term to the equation system to be solved. Define the

matrix ũ as
ũT = [ ũ1

1 ũ1
2 ũ1

3︸ ︷︷ ︸
ũT

1

| ũ2
1 ũ2

2 ũ2
3︸ ︷︷ ︸

ũT
2

| . . . | ũnbn
1 ũnbn

2 ũnbn
3︸ ︷︷ ︸

ũT
nbn

] (148)

where the matrix ũj has the dual displacements ũk taken at the points Qj (j = 1, . . . , nbn) as its elements.
With this notation the equation system to be solved for the unknown nodal values assumes the form

Hu = ũ + Bt . (149)

The next question is how to compute the strongly singular integrals for exterior regions. Our procedure
is as follows: (a) determine hii

kl under the assumption that the region under consideration is the interior
region A+; (b) then apply the formula

hii
kl︸︷︷︸

forA−

= hii
kl︸︷︷︸

forA+

+ δkl (150)

The proof is based on equation (124). The details are, however, omitted here.

9.3 Examples

We have solved two external boundary value problems. First we consider the coordinate plane with a
circular hole (Figure 5.b.); second the coordinate plane with a rigid inclusion (Figure 5.c.).y

xOro D
(a)

ro
(b)

y
xOro D

Rigid incluson (c)
hole

p = txx∞

p = txx∞p = txx∞p = txx∞

p = txx∞

A

A

Figure 5:
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We remark that there exists an analytical solution for the stress concentration problem around the hole in
an infinite plate of isotropic material if the stress state at infinity is txx = p = constant = 100 n/mm2,
txy = tyx = tyy = µxz = µyz = 0, i.e., the plate is in tension [27, 28, 29]. The stress concentration
factor K for the above problem can be calculated from the following equations:

K =
txx(x = 0, y = ro)

txx(∞)
=

3 + F

1 + F
, F = 8(1− ν)N2

[
4 +

r2
o

l21
+

2ro

l1

K0(ro/l1)
K1(ro/l1)

]−1

(151)

0 1 2 3 4 5 6 7 8 9 10
1.6

1.8

2.0

2.2

2.4

2.6

2.8

3.0
K

K

ro/l1

N = 0. 99

N = 0.75

N = 0. 50

N = 0. 25 N = 0.10 ν = 0. 00

Figure 6:

0 1 2 3 4 5 6 7 8 9 10
1.8

2.0

2.2

2.4

2.6

2.8

3.0
K

N = 0.99

N = 0.75

N = 0. 50

K

ro/l1

N = 0. 25 N = 0.10 ν = 0. 30

Figure 7:

We have carried out the computation under the assumption that
µ = 5 N/mm2, ro = 0.36 mm, ν = 0.0 (see Figure 6) or ν = 0.3 (see Figure 7).

Figures 6 and 7 show the exact values for various couple numbers N (solid lines) as well as the values
computed. The latter are denoted by diamonds and circles. These fit well the graphs of the exact values.

Results for the rigid inclusion have been computed using the same data as for the circular hole,
however there are no computational results for ν = 0.0. Figure 8 shows the normal stress σn = σr

against the polar angel θ ∈ [0, π/2]. The black line represents the classical solution. This curve fits very
well the results computed for N = 0.01. The graphs for N = 0.50, N = 0.75 and for N = 0.99 (couple
stress theory) are also depicted in Figure 8.
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Figures 9 and 10 show the shear stress τns = τrθ and the hoop stress σs = σθ. The agreement with
the classical solution for N = 0.01 is again very good.

10 Concluding remarks

The present paper has dealt with the following issues:

1. Assuming isotropic and homogenous material we have presented the field equations and boundary
conditions for the first plane problem of micropolar elasticity in a dual formulation. We have also
clarified the supplementary conditions of single valuedness that strains should meet for a class of
mixed boundary value problems both for simply and multiply connected regions.

2. By applying Galorkin functions and following the procedure presented in Kupradze’s book [30]
and elsewhere, we have derived the dual fundamental solutions of order one and two for the first
plane problem of micropolar elasticity.1

3. We have set up the dual SOMIGLIANA relations both for inner and for exterior regions. A constant
stress state at infinity is a part of our formulation for exterior regions. We also developed an integral
representation for the stresses.

4. We developed a solution algorithm, coded it in Fortran 90, and used it to numerically solve simple
boundary value problems in order to demonstrate the applicability of the solution algorithm.

We remark that the supplementary conditions of single valuedness should be incorporated into the
algorithm if (a) the number of arcs on which tractions are prescribed is more than one or (b) if in addition
to this the region under consideration is multiply connected. Work on these issues is in progress.
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A Some matrices in the formulae for the stresses at internal points

If we compare equations (67), (68) and (69) then we obtain

Sβ1(M, Q) =
a

2πk2

1
R2

{
1
2

(
δβ1r2 − δβ2r1 + 2

rβr1r2

R2

)
−

− ak2
(
δβ1r2 + δβ2r1 − 4

rβr1r2

R2

)
D(kR) + ak2 rβr1r2

R
kK1(kR)

}
, (152a)

S31(M, Q) =
a

2πk2

(
1
2

lnR +
1
4

+
r2r2

2R2

)
, (152b)

Sβ2(M, Q) =
a

2πk2

1
R2

{
1
2

(
−rβ + 2

rβr2r2

R2

)
−

− ak2
(
2δβ2r2 + rβ − 4

rβr2r2

R2

)
D(kR) + ak2 rβr2r2

R
kK1(kR)

}
, (152c)

1This procedure is attributed to HÖRMANDER [23, 1964] by the boundary element community. To our knowledge however
it is A. I. LURIE who applied this technique first to determine the fundamental solutions for the 3D problems of classical
elasticity [22, 1937]
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S32(M, Q) =
a

2πk2

r1r2

2R2
, (152d)

Sβ3(M, Q) =
a

2πk2

1
R2

{
1
2

(
−rβ + 2

rβr1r1

R2

)
−

− ak2
(
2δβ1r1 + rβ − 4

rβr1r1

R2

)
D(kR) + ak2 rβr1r1

R
kK1(kR)

}
, (152e)

S33(M, Q) =
a

2πk2

r2r1

2R2
, (152f)

Sβ4(M, Q) = − a

2πk2

1
R2

{
1
2

(
δ2βr1 − δβ1r2 + 2

rβr2r1

R2

)
−

− ak2
(
δ2βr1 + δβ1r2 − 4

rβr2r1

R2

)
D(kR) + ak2 rβr2r1

R
kK1(kR)

}
, (152g)

S34(M, Q) = − a

2πk2

[
1
2

lnR +
1
4

+
r1r1

2R2

]
(152h)

and

Mβ1(M, Q) =
a

2πk2
(−1)(β+1)

[
δ3−β,2

(
1
2

lnR +
1
4

)
+

r3−βr2

2R2

]
, (153a)

M31(M, Q) = − a

2πk2

[
r2

(
1
2

ln R +
1
4

)
− a

r2

R2

]
, (153b)

Mβ2(M, Q) =
a

2πk2
(−1)(β)

[
δ3−β,1

(
1
2

lnR +
1
4

)
+

r3−βr1

2R2

]
, (153c)

M32(M, Q) =
a

2πk2

[
r1

(
1
2

ln R +
1
4

)
− a

r1

R2

]
. (153d)

If we recall that
M
∂ (. . .) = −

Q

∂(. . .)

and compare equations (63), (67) and (106) then we can conclude that

S1λ(M, Q) = −Sλ1(M,Q) , S13(M,Q) = S31(M, Q) , (154a)

S2λ(M, Q) = −Sλ2(M,Q) , S23(M,Q) = S32(M, Q) , (154b)

S3λ(M, Q) = −Sλ3(M,Q) , S33(M,Q) = S33(M, Q) , (154c)

S4λ(M, Q) = −Sλ4(M,Q) , S43(M,Q) = S34(M, Q) (154d)

and

M1λ(M, Q) = Mλ1(M,Q) , M13(M,Q) = −M31(M,Q) , (155a)

M2λ(M, Q) = −Mλ2(M,Q) , M23(M,Q) = −M32(M,Q) . (155b)
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