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#### Abstract

We develop a matrix form of the Nelder-Mead method and after discussing the concept of convergence we prove a general convergence theorem. The new theorem is demonstrated in low dimensional spaces.


Mathematical Subject Classification: 65K10, 90C56
Keywords: Nelder-Mead simplex method, derivative-free algorithms, convergence

## 1. Introduction

We study the Nelder-Mead simplex method 1] for the solution of the unconstrained minimization problem

$$
f(x) \rightarrow \min \quad\left(f: \mathbb{R}^{n} \rightarrow \mathbb{R}\right)
$$

where $f$ is continuous. Since 1965, the Nelder-Mead algorithm and its later variants have become highly popular in various application areas and derivative-free optimization [2 6]. Although the original paper [1] has a lot of citations (over 31000 in Google Scholar on August 3, 2020), notably few theoretical results are known on the convergence (see Kelley [7] and Lagarias at al. [8, 9]).

In the paper we develop a matrix form of the Nelder-Mead method, discuss the concept of convergence and its consequences, prove a general convergence theorem under plausible assumptions and demonstrate the convergence of the algorithm for low dimensional spaces. This approach partially answers some of the questions raised by Wright [10] concerning the Nelder-Mead method.

Section 2 contains the description of the algorithm. The next section summarizes the most important earlier results on the convergence. The matrix reformulation of the Nelder-Mead method is given Section 4 The concept of convergence and some of its consequences are developed and discussed in Section 5. The spectra of the occurring matrices is investigated in Section 6. The general convergence theorem is developed in Section 7. Finally, the convergence of the Nelder-Mead method is demonstrated for $n=1,2,3$ in the last section.

## 2. The Nelder-Mead simplex method

We use the following form of the original method [8]. The vertices of the initial simplex are denoted by $x_{1}, x_{2}, \ldots, x_{n+1} \in \mathbb{R}^{n}$. It is assumed that vertices $x_{1}, \ldots, x_{n+1}$ are ordered such that

$$
\begin{equation*}
f\left(x_{1}\right) \leq f\left(x_{2}\right) \leq \cdots \leq f\left(x_{n+1}\right) \tag{2.1}
\end{equation*}
$$

and this condition is maintained during the iterations of the Nelder-Mead algorithm. Define $x_{c}=\frac{1}{n} \sum_{i=1}^{n} x_{i}$ and $x(\lambda)=(1+\lambda) x_{c}-\lambda x_{n+1}$. The related evaluation points are

$$
x_{r}=x(1), \quad x_{e}=x(2), \quad x_{o c}=x\left(\frac{1}{2}\right), \quad x_{i c}=x\left(-\frac{1}{2}\right) .
$$

Then one iteration step of the method is the following.

| Operation | Nelder-Mead simplex method |
| :--- | :--- |
| 0. Ordering | $f\left(x_{1}\right) \leq \cdots \leq f\left(x_{n+1}\right)$ |
| 1. Reflect | if $f\left(x_{1}\right) \leq f\left(x_{r}\right)<f\left(x_{n}\right)$, then $x_{n+1} \leftarrow x_{r}$ and goto 0. |
| 2. Expand | if $f\left(x_{r}\right)<f\left(x_{1}\right)$ and $f\left(x_{e}\right)<f\left(x_{r}\right)$, |
|  | then $x_{n+1} \leftarrow x_{e}$ and goto 0. |
|  | If $f\left(x_{e}\right) \geq f\left(x_{r}\right)$, then $x_{n+1} \leftarrow x_{r}$ and goto 0. |
| 3. Contract outside | If $f\left(x_{n}\right) \leq f\left(x_{r}\right)<f\left(x_{n+1}\right)$ and $f\left(x_{o c}\right) \leq f\left(x_{r}\right)$, |
|  | then $x_{n+1} \leftarrow x_{o c}$ and goto 0. |
| 4. Contract inside | If $f\left(x_{r}\right) \geq f\left(x_{n+1}\right)$ and $f\left(x_{i c}\right)<f\left(x_{n+1}\right)$ |
|  | then $x_{n+1} \leftarrow x_{i c}$ and goto 0. |
| 5. Shrink | $x_{i} \leftarrow\left(x_{i}+x_{1}\right) / 2, f\left(x_{i}\right)$ (for all $\left.i\right)$ and goto 0. |

There are two rules that apply to reindexing after each iteration. If a nonshrink step occurs, then $x_{n+1}$ is discarded and a new point $v \in\left\{x_{r}, x_{e}, x_{o c}, x_{i c}\right\}$ is accepted. The following cases are possible:

$$
f(v)<f\left(x_{1}\right), \quad f\left(x_{1}\right) \leq f(v) \leq f\left(x_{n}\right), \quad f(v)<f\left(x_{n+1}\right) .
$$

If

$$
j=\left\{\begin{array}{ll}
1, & \text { if } f(v)<f\left(x_{1}\right) \\
\max _{2 \leq \ell \leq n+1}\left\{f\left(x_{\ell-1}\right) \leq f(v) \leq f\left(x_{\ell}\right)\right\}, & \text { otherwise }
\end{array} .\right.
$$

then the new simplex vertices are

$$
\begin{equation*}
x_{i}^{\text {new }}=x_{i}(1 \leq i \leq j-1), x_{j}^{\text {new }}=v, x_{i}^{\text {new }}=x_{i-1}(i=j+1, \ldots, n+1) \tag{2.2}
\end{equation*}
$$

This rule inserts $v$ into the ordering with the highest possible index. If shrinking occurs, then

$$
x_{1}^{\prime}=x_{1}, \quad x_{i}^{\prime}=\left(x_{i}+x_{1}\right) / 2 \quad(i=2, \ldots, n+1)
$$

plus a reordering takes place. By convention, if $f\left(x_{1}^{\prime}\right) \leq f\left(x_{i}^{\prime}\right)(i=2, \ldots, n)$, then $x_{1}^{n e w}=x_{1}$.

Lagarias at al. 9] also investigated a restricted version, where expansion steps are not allowed.

We adopt the following notations. The simplex of iteration $k$ is denoted by $S^{(k)}=$ $\left[x_{1}^{(k)}, x_{2}^{(k)}, \ldots, x_{n+1}^{(k)}\right]$ with vertices that satisfy the condition

$$
f\left(x_{1}^{(k)}\right) \leq f\left(x_{2}^{(k)}\right) \leq \cdots \leq f\left(x_{n+1}^{(k)}\right) \quad(k \geq 0)
$$

The initial simplex is $S^{(0)}$. The reflection, expansion and contraction points of simplex $S^{(k)}$ are denoted by $x_{r}^{(k)}, x_{e}^{(k)}, x_{o c}^{(k)}$ and $x_{i c}^{(k)}$, respectively. The function values at the vertices $x_{j}^{(k)}$ and the points $x_{r}^{(k)}, x_{e}^{(k)}, x_{o c}^{(k)}$ and $x_{i c}^{(k)}$ are denoted by $f\left(x_{j}^{(k)}\right)=f_{j}^{(k)}$ $(j=1, \ldots, n+1), f_{r}^{(k)}=f\left(x_{r}^{(k)}\right), f_{e}^{(k)}=f\left(x_{e}^{(k)}\right), f_{o c}^{(k)}=f\left(x_{o c}^{(k)}\right)$ and $f_{i c}^{(k)}=$ $f\left(x_{i c}^{(k)}\right)$, respectively.

## 3. A Review of the earlier convergence results

In 1998 McKinnon 11 constructed a function $f$, which is strictly convex and has continuous first derivatives for certain parameters. He showed that for this $f$, the Nelder-Mead simplex algorithm may fail to converge.

Lagarias et al. 8 proved several convergence properties of the simplex method for one and two-variable strictly convex functions by giving a deep insight look of the method. They summarize their main results as follows (see p. 114 of $[8]$ ):

1. In dimension 1 , the Nelder-Mead method converges to a minimizer, and convergence is eventually $M$-step linear.
2. In dimension 2, the function values at all simplex vertices in the standard Nelder-Mead algorithm converge to the same value.
3. In dimension 2, the simplices in the standard Nelder-Mead algorithm have diameters converging to zero.

In 1999 Kelley 7,12 developed a sufficient decrease condition for the average of the object function values (evaluated at the vertices) and proved that if this condition is satisfied during the process, then any accumulation point of the simplices is a critical point of $f$. For similar results on other variants of the Nelder-Mead algorithm, see Tseng [13], Nazareth and Tseng [14], Pryce at all. 15].

For the restricted Nelder-Mead method, Lagarias at al. [9] significantly improved the results of $[8]$. Let $\mathcal{F}$ denote the class of twice-continuously differentiable functions $\mathbb{R}^{2} \rightarrow \mathbb{R}$ with bounded level sets and everywhere positive definite Hessian. Lagarias at al. proved that if the restricted Nelder-Mead algorithm is applied to a function $f \in \mathcal{F}$, starting from any nondegenerate simplex, then the algorithm converges to the unique minimizer of $f$.

Wright [10] raised several open questions concerning the Nelder-Mead method such as

- Why is it sometimes so effective (compared to other direct search methods) in obtaining a rapid improvement in $f$ ?
- One failure mode is known (McKinnon [11) - but are there other failure modes?
- Why, despite its apparent simplicity, should the Nelder-Mead method be difficult to analyze mathematically?
Our purpose is to analyze and prove the convergence of the method using a matrix formalism. This technique will also shed light on these questions, even if only, partially. The failure modes are the subject of paper 16 .


## 4. The Nelder-Mead simplex method in matrix form

Assume that simplex $S^{(k)}=\left[x_{1}^{(k)}, x_{2}^{(k)}, \ldots, x_{n+1}^{(k)}\right]$ is such that

$$
f\left(x_{1}^{(k)}\right) \leq f\left(x_{2}^{(k)}\right) \leq \cdots \leq f\left(x_{n+1}^{(k)}\right)
$$

If the incoming vertex $v$ is of the form

$$
x(\alpha)=\frac{1+\alpha}{n} \sum_{i=1}^{n} x_{i}^{(k)}-\alpha x_{n+1}^{(k)}
$$

for some $\alpha \in\left\{1,2, \frac{1}{2},-\frac{1}{2}\right\}$, we can define the transformation matrix

$$
T(\alpha)=\left[\begin{array}{cc}
I_{n} & \frac{1+\alpha}{n} e \\
0 & -\alpha
\end{array}\right] \quad\left(e=[1,1, \ldots, 1]^{T}\right) .
$$

Since $S^{(k)} T(\alpha)=\left[x_{1}^{(k)}, \ldots, x_{n}^{(k)}, x(\alpha)\right]$, we have to reorder the matrix columns according to the insertion rule 2.2. Define the permutation matrix

$$
P_{j}=\left[e_{1}, \ldots, e_{j-1}, e_{n+1}, e_{j}, \ldots, e_{n}\right] \in \mathbb{R}^{(n+1) \times(n+1)} \quad(j=1, \ldots, n+1)
$$

Then $S^{(k)} T(\alpha) P_{j}$ is the new simplex $S^{(k+1)}$. Particularly, we have the following cases.

1. If the reflection point $x_{r}^{(k)}$ is the new incoming vertex, then

$$
S^{(k+1)}=S^{(k)} T(1) P_{j} \quad(j=2, \ldots, n)
$$

2a) If the expansion point $x_{e}^{(k)}$ is the new incoming vertex, then

$$
S^{(k+1)}=S^{(k)} T(2) P_{1}
$$

2b) If the expansion point is the reflection point $x_{r}^{(r)}$, then

$$
S^{(k+1)}=S^{(k)} T(1) P_{1}
$$

3) If the outside contraction point $x_{o c}^{(k)}$ is the new incoming vertex, then

$$
S^{(k+1)}=S^{(k)} T\left(\frac{1}{2}\right) P_{j} \quad(j=1, \ldots, n+1)
$$

4) If the inside contraction point $x_{i c}^{(k)}$ is the new incoming vertex, then

$$
S^{(k+1)}=S^{(k)} T\left(-\frac{1}{2}\right) P_{j} \quad(j=1, \ldots, n+1)
$$

5) In the case of shrinking, the new vertices before reordering are

$$
x_{i}^{\prime}=\left(x_{1}^{(k)}+x_{i}^{(k)}\right) / 2 \quad(i=1,2, \ldots, n+1)
$$

Hence $\left[x_{1}^{\prime}, x_{2}^{\prime}, \ldots, x_{n+1}^{\prime}\right]=S^{(k)} T_{s h r}$, where

$$
T_{s h r}=\left[\begin{array}{cccc}
1 & \frac{1}{2} & \cdots & \frac{1}{2} \\
0 & \frac{1}{2} & \cdots & 0 \\
\vdots & & \ddots & 0 \\
0 & \cdots & 0 & \frac{1}{2}
\end{array}\right]=\frac{1}{2} I+\frac{1}{2} e_{1} e^{T}
$$

Since the new vertices are subject to the ordering

$$
f\left(x_{1}^{(k+1)}\right) \leq \cdots \leq f\left(x_{k}^{(k+1)}\right) \leq \cdots \leq f\left(x_{n+1}^{(k+1)}\right)
$$

the new simplex is defined by

$$
S^{(k+1)}=S^{(k)} T_{s h r} P
$$

where $P \in \mathcal{P}_{n+1}$, which is the set of all possible permutation matrices of order $n+1$.
There are only $n+1$ permutation matrices of the type $P_{j}$, while there are $(n+1)$ ! possible permutation matrices of the type $\mathcal{P}_{n+1}$

Hence in any of the above cases the new simplex $S^{(k+1)}$ is given by

$$
S^{(k+1)}=S^{(k)} T_{k} P^{(k)}
$$

where $T_{k}$ is either $T(\alpha)\left(\alpha \in\left\{-\frac{1}{2}, \frac{1}{2}, 1,2\right\}\right)$ and $P^{(k)} \in\left\{P_{1}, \ldots, P_{n+1}\right\}$ or $T_{k}=T_{s h r}$ and $P^{(k)} \in \mathcal{P}_{n+1}$. The number of different $T_{i} P^{(i)}$ matrices is at most $3 n+3+(n+1)$ ! indicating an increasing complexity if $n$ increases.

Observe that matrices $T(\alpha), T_{s h r}, T(\alpha) P$ and $T_{s h r} P$, for any $P \in \mathcal{P}_{n+1}$, have the property that their column sums are 1 . We exploit the following simple results.
Claim 1. (i) If $A \in \mathbb{R}^{n \times n}$ is a matrix whose column sums are 1 , then $A$ has an eigenvalue $\lambda=1$ and a corresponding left eigenvector $x=e^{T}$. (ii) If $A, B \in \mathbb{R}^{n \times n}$ are two matrices whose column sums are 1 , then $C=A B$ also has this property. (iii) If $A \in \mathbb{R}^{n \times n}$ is a matrix whose column sums are 1 , then $\|A\| \geq 1$ in any induced matrix norm.

Proof. By definition $e^{T} A=\left[\sum_{i=1}^{n} a_{i 1}, \ldots, \sum_{i=1}^{n} a_{i n}\right]=1 \cdot e^{T}$. This implies $e^{T} B=e^{T}$, $e^{T} A B=e^{T} B=e^{T}$. Since $\rho(A) \geq 1$ and $\|A\| \geq \rho(A)$, (iii) also follows.

Particularly, $\|T(\alpha)\|_{1}=\|T(\alpha) P\|_{1}=|1+\alpha|+|\alpha|$ and $\left\|T_{s h r}\right\|_{1}=\left\|T_{s h r} P\right\|_{1}=1$.
A matrix $A$ is called left stochastic if $a_{i j} \geq 0$ for all $i, j$ and the column sums are 1. A matrix is called stochastic if $a_{i j} \geq 0$ for all $i, j$ and both the column sums and the row sums are 1 .

Matrix $T(\alpha)$ is left stochastic for $-1 \leq \alpha \leq 0$. The shrinking transformation matrix $T_{s h r}=\frac{1}{2} I_{n+1}+\frac{1}{2} e_{1} e^{T}$ is a left stochastic matrix, $T_{s h r}^{k}=\frac{1}{2^{k}} I_{n+1}+\frac{2^{k}-1}{2^{k}} e_{1} e^{T}$ and $T_{s h r}^{k} \rightarrow e_{1} e^{T}$.

For any $\alpha, \beta, T(\alpha) T(\beta)=T(-\alpha \beta)$. Hence $T(\alpha)^{-1}=T\left(\frac{1}{\alpha}\right)(\alpha \neq 0)$ and $T(\alpha)^{k}=T\left((-1)^{k+1} \alpha^{k}\right)$. If $|\alpha|<1$, then $\lim _{k \rightarrow \infty} T(\alpha)^{k}=T(0)$. Matrix $T(1)$ is an involution $\left(T(1)^{2}=I_{n+1}\right)$. If $T(1)$ is multiplied by a permutation matrix $P$, this property may change. For $n=2, T(1) P_{2}$ (reflection) is a 6-involutory matrix (for $k$-involutory matrices, see Trench 17). $T(\alpha)^{k}$ is unbounded if $|\alpha|>1$ and uniformly bounded if $|\alpha| \leq 1$.

## 5. The concept of convergence and consequences

Simplex $S^{(k)}$ is given by

$$
\begin{equation*}
S^{(k)}=S^{(0)} B_{k}, \tag{5.1}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{k}=\prod_{i=1}^{k} T_{i} P^{(i)} \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{i} P^{(i)} \in\left\{T(\alpha) P_{k}: \alpha \in\left\{-\frac{1}{2}, \frac{1}{2}, 1,2\right\}, k=1, \ldots, n+1\right\} \tag{5.3}
\end{equation*}
$$

or

$$
\begin{equation*}
T_{i} P^{(i)} \in\left\{T_{s h r} P: P \in \mathcal{P}_{n+1}\right\} . \tag{5.4}
\end{equation*}
$$

Note that each $T_{i} P^{(i)}$ is nonsingular and $e^{T} T_{i} P^{(i)}=e^{T}$.
A simplex $S$ is nondegenerate if the matrix

$$
M=\left[x_{1}-x_{n+1}, x_{2}-x_{n+1}, \ldots, x_{n}-x_{n+1}\right]
$$

is nonsingular. Then $S$ must be affinely independent, which is equivalent to (see, e.g., [18, (19) that vectors

$$
\left[\begin{array}{c}
1 \\
x_{1}
\end{array}\right], \ldots,\left[\begin{array}{c}
1 \\
x_{n+1}
\end{array}\right]
$$

are linearly independent. Hence $\operatorname{rank}\left(\left[\begin{array}{c}e^{T} \\ S\end{array}\right]\right)=n+1 \rrbracket^{1}$ Assume that the initial simplex $S^{(0)}$ is nondegenerate. Since $e^{T} B_{k}=e^{T}$ and

$$
\left[\begin{array}{c}
e^{T} \\
S^{(k)}
\end{array}\right]=\left[\begin{array}{c}
e^{T} \\
S^{(0)}
\end{array}\right] B_{k}
$$

is nonsingular, $S^{(k)}$ is also nondegenerate.
For the convergence of the Nelder-Mead algorithm, it is natural to require that the simplex vertices $x_{j}^{(k)}(j=1,2, \ldots, n+1)$ should converge to the same vector $\widehat{x}$ as $k \rightarrow \infty$. In such a case

$$
\begin{equation*}
\lim _{k \rightarrow \infty} S^{(k)}=[\widehat{x}, \ldots, \widehat{x}]=\widehat{x} e^{T} \tag{5.5}
\end{equation*}
$$

Claim 2. If $\left\{B_{k}\right\}$ is bounded, then $\left\{S^{(k)}\right\}$ converge to some $S^{\infty}$ if and only if $\left\{B_{k}\right\}$ converge to some $B$.

[^0]Proof. If $S^{(k)} \rightarrow S^{\infty}$ (whatever $S^{\infty}$ is) and $B_{k} \rightarrow B$, then $S^{(0)} B_{k} \rightarrow S^{(0)} B=S^{\infty}$. Assume that $S^{(k)} \rightarrow S^{\infty}$ and $\left\{B_{k}\right\}$ has no limit point. Since $\left\{B_{k}\right\}$ is bounded it must have at least one accumulation point, say $B^{*}$ and there is a subsequence $\left\{B_{i_{j}}\right\} \subset\left\{B_{k}\right\}$ such that $B_{i_{j}} \rightarrow B^{*}$ and $S^{\left(i_{j}\right)} \rightarrow S^{(0)} B^{*}=S^{\infty}$. Assume that there exists a second accumulation point $B^{* *} \neq B^{*}$ and a subsequence $\left\{B_{k_{j}}\right\} \subset\left\{B_{k}\right\}$ such that $B_{k_{j}} \rightarrow B^{* *}$. It follows that

$$
\left[\begin{array}{c}
e^{T} \\
S^{\left(i_{j}\right)}
\end{array}\right] \rightarrow\left[\begin{array}{c}
e^{T} \\
S^{(0)}
\end{array}\right] B^{*}=\left[\begin{array}{c}
e^{T} \\
S^{(0)}
\end{array}\right] B^{* *} \leftarrow\left[\begin{array}{c}
e^{T} \\
S^{\left(k_{j}\right)}
\end{array}\right]
$$

Since $\left[\begin{array}{c}e^{T} \\ S^{(0)}\end{array}\right]$ is nonsingular, we obtain that $B^{*}=B^{* *}$, which is a contradiction. It follows that $\left\{B_{k}\right\}$ converges.

Hence it is enough to study the convergence of $\left\{B_{k}\right\}$, or more precisely the convergence of the right infinite matrix product

$$
\begin{equation*}
B=\prod_{i=1}^{\infty} T_{i} P^{(i)} \tag{5.6}
\end{equation*}
$$

Let $A$ be an $n \times n$ matrix. The 1 -eigenspace of the matrix $A$ is

$$
E(A)=\{x: x A=x\} .
$$

Lemma 3. Assume that $B_{k} \rightarrow B$ and $T_{s} P^{(s)}$ occurs infinitely often in the product $\prod_{j=1}^{\infty} T_{j} P^{(j)}$, then every row of $B$ is in $E\left(T_{s} P^{(s)}\right)$.

Proof. Since $T_{s} P^{(s)}$ occurs infinitely often in the product $\prod_{i=1}^{\infty} T_{i} P^{(i)}$, there is a subsequence of $\left\{B_{i_{j}}\right\}$ with rightmost factor $T P$, say

$$
B_{i_{1}} T_{s} P^{(s)}, B_{i_{2}} T_{s} P^{(s)}, \ldots
$$

where the $B_{i_{j}}$ 's are products of $T_{i} P^{(i)}$ 's. Since $B_{i_{j}} \rightarrow B$, so does $B_{i_{j}} T_{s} P^{(s)}$. Thus $B_{i_{j}} T_{s} P^{(s)} \rightarrow B T_{s} P^{(s)}=B$.

In fact the rows of $B$, if not zero vectors, are the left eigenvectors of $T_{s} P^{(s)}$ belonging to $\lambda=1$. If several $T_{s} P^{(s)}$ occur infinitely often in the product $\prod_{i=1}^{\infty} T_{i} P^{(i)}$, then the rows of $B$ belong to $\cap E\left(T_{s} P^{(s)}\right)$, where the intersection is over all matrices $T_{s} P^{(s)}$ that occur infinitely often in $\prod_{k=1}^{\infty} T_{i} P^{(i)}$.

Each of the matrices $T_{i} P^{(i)}$ has at least one left eigenvector ( $e^{T}$ ) belonging to $\lambda=1$. Hence $e^{T} \in \cap E\left(T_{s} P^{(s)}\right)$. If $\cap E\left(T_{s} P^{(s)}\right)=\left\{\lambda e^{T}: \lambda \in \mathbb{R}\right\}$, then $B$ has the form $w e^{T}$ for some $w \in \mathbb{R}^{n+1}$. However it is not always the case.

Example 4. Let $n=2,\left\{d_{k}\right\}_{k=0}^{\infty}$ be a strictly monotone decreasing sequence, $d_{k}>$ $\delta_{1}>\delta_{2}$ for all $k$, and define $f_{1}^{(k)}=\delta_{2}, f_{2}^{(k)}=\delta_{1}, f_{3}^{(k)}=d_{k+1}, f_{r}^{(k)}=d_{k+1}$ and $f_{i c}^{(k)}=d_{k+2}$. Then $x_{1}^{(k+1)}=x_{1}^{(k)}, x_{2}^{(k+1)}=x_{2}^{(k)}, x_{3}^{(k+1)}=x_{i c}^{(k)}, f\left(x_{1}^{(k+1)}\right)=\delta_{2}$,
$f\left(x_{2}^{(k+1)}\right)=\delta_{1}$ and $f\left(x_{3}^{(k+1)}\right)=d_{k+2}$. Hence a repeated inside contraction occurs,

$$
B_{k}=\left[T\left(-\frac{1}{2}\right)\right]^{k} \rightarrow B=\left[\begin{array}{ccc}
1 & 0 & \frac{1}{2} \\
0 & 1 & \frac{1}{2} \\
0 & 0 & 0
\end{array}\right] \neq w e^{T} .
$$

Here $x_{1}^{(k)} \rightarrow x_{1}^{(0)}, x_{2}^{(k)} \rightarrow x_{2}^{(0)}, x_{3}^{(k)} \rightarrow \frac{1}{2}\left(x_{1}^{(0)}+x_{2}^{(0)}\right)$, and the simplex diameters do not converge to 0 . Note that $B$ is not a rank one matrix.

Assume now that $B_{k} \rightarrow B=w e^{T}$. Then $S^{(k)}=S^{(0)} B_{k} \rightarrow S^{(0)} w e^{T}=\widehat{w} e^{T}$, $\operatorname{diam}\left(S^{(k)}\right)=\max _{i, j}\left\|S^{(k)}\left(e_{i}-e_{j}\right)\right\|$ and

$$
\begin{equation*}
\operatorname{diam}\left(S^{(k)}\right) \leq \max _{i, j}\left\|S^{(0)}\right\|\left\|B_{k}\left(e_{i}-e_{j}\right)\right\| \rightarrow 0 \tag{5.7}
\end{equation*}
$$

Since $B\left(e_{i}-e_{j}\right)=0, B_{k}\left(e_{i}-e_{j}\right)=\left(B_{k}-B\right)\left(e_{i}-e_{j}\right)$, we have the speed estimate

$$
\begin{equation*}
\operatorname{diam}\left(S^{(k)}\right) \leq \sqrt{2}\left\|S^{(0)}\right\|\left\|B_{k}-B\right\| \tag{5.8}
\end{equation*}
$$

Note again that in Example 4, where $B$ is of rank 2, the simplex diameters do not converge to 0 .

If $B_{k}$ converges to a rank one matrix $w e^{T}$, then all simplex vertices $x_{i}^{(k)}(i=$ $1, \ldots, n+1)$ converge to the same limit $\widehat{x}=S^{(0)} w$ implying that $f_{i}^{(k)} \rightarrow f\left(S^{(0)} w\right)$ $(i=1, \ldots, n+1)$ and $\operatorname{diam}\left(S^{(k)}\right) \rightarrow 0$. In such a case the results of Lagarias et al. [8] mentioned as 2. and 3. in Section 3] are direct consequences.

The next example indicates that the boundedness assumption on $\left\{B_{k}\right\}$ is also needed.

Example 5. Let $n=2,\left\{d_{k}\right\}_{k=1}^{\infty}$ be a strictly monotone decreasing sequence, and define

$$
f_{1}^{(k)}=d_{3+k}, \quad f_{2}^{(k)}=d_{2+k}, \quad f_{3}^{(k)}=d_{1+k}
$$

and

$$
f_{1}^{(k)}=d_{3+k}>f_{r}^{(k)}=\frac{1}{2}\left(d_{3+k}+d_{4+k}\right)>d_{4+k}=f_{e}^{(k)} .
$$

This guarantees the selection of $x_{e}^{(k)}$ as the incoming vertex for each iteration. The sequences $\left\{f\left(x_{1}^{(k)}\right)\right\},\left\{f\left(x_{2}^{(k)}\right)\right\}$ and $\left\{f\left(x_{3}^{(k)}\right)\right\}$ are strictly monotone decreasing, while $B_{k}=\left[T(2) P_{1}\right]^{k}$ is unbounded. For $d_{k} \rightarrow d$, the function values are converging to $d$, while there is no convergence for the simplex vertices. A similar example can be given for $x_{r}^{(k)}$ if it is selected as an expansion point.

For a given $S^{(0)}$ and $f$, the sequence $S^{(k)}\left(B_{k}\right)$ is uniquely defined. In fact, $S^{(k+1)}$ is determined by $S^{(k)}$ and the relative value distribution of $f$ at the vertices of $S^{(k)}$ and trial points $x_{r}^{(k)}, x_{e}^{(k)}, x_{o c}^{(k)}$ and $x_{i c}^{(k)}$. Hence we study the convergence of the matrix product $B_{k}$ and the convergence of the simplex vertices as a consequence. The selection of the initial simplex $S^{(0)}$ may also influence the convergence of the Nelder-Mead algorithm but it is difficult to consider it within this approach (for experimental observations on the initial simplex $S^{(0)}$, see 20, 21).

## 6. Eigenvalues of the transformation matrices

The eigenvalues of the matrices $T_{i} P^{(i)}$ play a key role in the convergence of the infinite matrix product $\prod_{i=1}^{\infty} T_{i} P^{(i)}$. For $P^{(i)}=I_{n+1}$, we have the following simple result.

Lemma 6. (i) Matrix $T$ ( $\alpha$ ) has the eigenvalues $\lambda_{i}=1(i=1, \ldots, n)$ and $\lambda_{n+1}=-\alpha$ and the diagonal Jordan form

$$
T(\alpha)=\left[\begin{array}{cc}
I_{n} & -\frac{1}{n} e \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
I_{n} & 0 \\
0 & -\alpha
\end{array}\right]\left[\begin{array}{cc}
I_{n} & \frac{1}{n} e \\
0 & 1
\end{array}\right] .
$$

(ii) The eigenvalues of $T_{\text {shr }}$ are $\lambda_{1}=1$ and $\lambda_{i}=\frac{1}{2}$ for $i=2, \ldots, n+1$. The corresponding eigenvectors are $x_{1}=e_{1}, x_{i}=-e_{1}+e_{i}$. Furthermore $T_{\text {shr }}$ has a diagonal Jordan normal form

$$
\begin{equation*}
T_{s h r}=X \Lambda X^{-1} \tag{6.1}
\end{equation*}
$$

where $\Lambda=\operatorname{diag}\left(\lambda_{i}\right)=\frac{1}{2}\left(I_{n+1}+e_{1} e_{1}^{T}\right)$ and $X=I_{n+1}+e_{1}\left(e_{1}^{T}-e^{T}\right)$.
Lemma 7. The matrix $T(\alpha) P_{k}(1 \leq k \leq n)$ has $k-1$ eigenvalues $\lambda=1$. The remaining $n-k+2$ eigenvalues are the zeros of the polynomial

$$
\begin{equation*}
p_{n+2-k}(\lambda)=\lambda^{n+2-k}-c \sum_{i=1}^{n+1-k} \lambda^{i}+\alpha \tag{6.2}
\end{equation*}
$$

where $c=\frac{1+\alpha}{n}$. If $k=1$, then $p_{n+1}(\lambda)$ has at least one eigenvalue $\lambda=1$. If $\alpha=1$, $p_{n+1}(\lambda)$ has at least two eigenvalues $\lambda=1$. If $\alpha=2$, $p_{n+1}(\lambda)$ has an eigenvalue in the interval $(1,2)$. For $k \geq 2$, there are exactly $k-1$ eigenvalues $\lambda=1$. If $2 \leq k \leq n$ and $\alpha<0, p_{n-k+2}(\lambda)$ has all roots in the open unit disk.

Proof. For $1 \leq k \leq n$,

$$
T(\alpha) P_{k}=\left[\begin{array}{cc}
I_{k-1} & c e e_{1}^{T} \\
0 & A_{n+2-k}
\end{array}\right]
$$

where

$$
A_{n+2-k}=\left[\begin{array}{ccccc}
c & 1 & 0 & \cdots & 0 \\
c & 0 & \ddots & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 0 \\
c & 0 & \cdots & 0 & 1 \\
-\alpha & 0 & \cdots & 0 & 0
\end{array}\right]
$$

Since $A_{n+2-k}$ is a companion matrix (for this form, see, e.g. 22]), its characteristic polynomial is

$$
p_{n+2-k}(\lambda)=\lambda^{n+2-k}-c \sum_{i=1}^{n+1-k} \lambda^{i}+\alpha \quad(1 \leq k \leq n)
$$

and the characteristic polynomial of $T(\alpha) P_{k}$ is

$$
\operatorname{det}\left(T(\alpha) P_{k}-\lambda I_{n+1}\right)=(1-\lambda)^{k-1} p_{n+2-k}(\lambda) .
$$

Note that $p_{n+2-k}(1)=\frac{k-1}{n}(\alpha+1)$. If $k=1, p_{n+1}(1)=0$, that is $\lambda_{1}=1$ (the column sums of $T(\alpha) P_{1}$ are 1!). Since $p_{n+1}^{\prime}(\lambda)=\frac{1-\alpha}{2}(n+1)$, there is a second zero $\lambda_{2}=1$ if $\alpha=1$ (expansion by reflection). For $\alpha=2, p_{n+1}^{\prime}(1)<0$ and $p_{n+1}(2)=2^{n+1}\left(1-\frac{3}{n}\right)+2+\frac{6}{n}>0(n \geq 2)$. Hence $p_{n+1}(\lambda)$ has a zero in the interval $(1,2)$ for $\alpha=2$ and $n \geq 2$. If $k \geq 2, p_{n+2-k}(1) \neq 0$. If $\alpha<0$ and $2 \leq k \leq n$, the roots of $p_{n+2-k}(\lambda)$ are inside the unit disk since for $|\lambda| \geq 1$,

$$
\begin{aligned}
\left|p_{n+2-k}(\lambda)\right| & =|\lambda|^{n+2-k}\left|1-c \sum_{i=1}^{n+1-k} \frac{1}{\lambda^{i}}+\alpha \frac{1}{\lambda^{n+2-k}}\right| \\
& \geq|\lambda|^{n+2-k}\left(1-c \sum_{i=1}^{n+1-k} \frac{1}{|\lambda|^{i}}-|\alpha| \frac{1}{|\lambda|^{n+2-k}}\right) \\
& \geq|\lambda|^{n+2-k}(1-(n+1-k) c-|n c-1|) \\
& \geq|\lambda|^{n+2-k}(k-1) c>0 .
\end{aligned}
$$

For $\alpha>0$, there is no estimate on the location of the roots of $p_{n+2-k}$ relative to the open unit disk. However the Schur-Cohn test may help to decide if the roots of $p_{n+2-k}(\lambda)$ are in the open unit disk.

For the eigenvalues of $T_{s h r} P\left(P \in \mathcal{P}_{n+1}\right)$, we cite the following result
Theorem 8. (Langville and Meyer [23, 24]). If the spectrum of the stochastic matrix $P$ is $\left\{1, \lambda_{2}, \ldots, \lambda_{3}\right\}$, then the spectrum of

$$
W=\alpha P+(1-\alpha) e v^{T}
$$

is $\left\{1, \alpha \lambda_{2}, \alpha \lambda_{3}, \ldots, \alpha \lambda_{n}\right\}$, where $v^{T}$ is a probability vector?
Corollary 9. Since the eigenvalues of $W$ and $W^{T}$ coincide, we have the same result for the transposed matrix

$$
W^{T}=\alpha P^{T}+(1-\alpha) v e^{T}
$$

as well.
Corollary 10. The spectrum of $T_{\text {shr }} P=\frac{1}{2} P+\frac{1}{2} e_{1} e^{T}$ is $\left\{1, \frac{1}{2} \lambda_{2}, \frac{1}{2} \lambda_{3}, \ldots, \frac{1}{2} \lambda_{n+1}\right\}$. Since the eigenvalues of a permutation matrix are on the unit circle $|\lambda|=1$, we have $\left|\frac{1}{2} \lambda_{i}\right|=\frac{1}{2}$ for $i=2, \ldots, n+1$.

## 7. General convergence results for the Nelder-Mead method

For every $T(\alpha) P_{k}$, the spectral radius is bigger than or equal to 1 . Since $e^{T} \in$ $E\left(T_{i} P^{(i)}\right)$ for all $T_{i} P^{(i)}$ occurring here, we first block triangularize them by a common similarity transformation (for left infinite matrix products, see Theorem 6.10 of Hartfiel (25). We show that for

$$
F=\left[\begin{array}{cc}
1 & -e^{T}  \tag{7.1}\\
0 & I_{n}
\end{array}\right], \quad F^{-1}=\left[\begin{array}{cc}
1 & e^{T} \\
0 & I_{n}
\end{array}\right]
$$

[^1]and for all possible $T_{i} P^{(i)}$,
\[

F^{-1} T_{i} P^{(i)} F=\left[$$
\begin{array}{cc}
1 & 0^{T}  \tag{7.2}\\
b_{i} & C_{i}
\end{array}
$$\right],
\]

where $b_{i} \in \mathbb{R}^{n}$ and $C_{i} \in \mathbb{R}^{n \times n}$ depends on $T_{i} P^{(i)}$.
Lemma 11. For every $T(\alpha) P_{k}\left(\alpha \in\left\{-\frac{1}{2}, \frac{1}{2}, 1,2\right\}, P_{k} \in\left\{P_{1}, \ldots, P_{n+1}\right\}\right)$, the matrix $F^{-1} T(\alpha) P_{k} F$ has the form (7.2).

Proof. For $k>1$ we can write

$$
T(\alpha) P_{k}=\left[\begin{array}{cc}
1 & c e_{k-1}^{T} \\
0 & W
\end{array}\right] \quad\left(W \in \mathbb{R}^{n \times n}\right)
$$

and so

$$
F^{-1} T(\alpha) P_{k} F=\left[\begin{array}{cc}
1 & -e^{T}+c e_{k-1}^{T}+e^{T} W \\
0 & W
\end{array}\right]
$$

Since $e^{T} W e_{k-1}=(n-1) c-\alpha=1-c, e^{T} W=[1, \ldots, 1-c, 1, \ldots, 1]$, we obtain the form

$$
F^{-1} T(\alpha) P_{k} F=\left[\begin{array}{cc}
1 & 0 \\
0 & W
\end{array}\right] .
$$

For $k=1$, we can write

$$
T(\alpha) P_{1}=\left[\begin{array}{cc}
c & e_{1}^{T} \\
z & W
\end{array}\right] \quad\left(W \in \mathbb{R}^{n \times n}\right)
$$

with $z=[c, \ldots, c,-\alpha]^{T}$. Hence

$$
F^{-1} T(\alpha) P_{1} F=\left[\begin{array}{cc}
c+e^{T} z & -c e^{T}+e_{1}^{T}-e^{T} z e^{T}+e^{T} W \\
z & -z e^{T}+W
\end{array}\right]
$$

Since $e^{T} W=[0,1, \ldots, 1], e^{T} z=1-c, c+e^{T} z=1$,

$$
-c e^{T}+e_{1}^{T}-e^{T} z e^{T}+e^{T} W=-c e^{T}+e_{1}^{T}-(1-c) e^{T}+e^{T} W=0
$$

The final result is

$$
F^{-1} T(\alpha) P_{1} F=\left[\begin{array}{cc}
1 & 0 \\
z & -z e^{T}+W
\end{array}\right]
$$

Remark 12. For $k>1, b=0$, and for $k=1,\|b\|_{2}=\left(\frac{(1+\alpha)^{2}}{n}+\alpha^{2}\right)^{\frac{1}{2}}$.
Lemma 13. For every $T_{\text {shr }} P\left(P \in \mathcal{P}_{n+1}\right)$, the matrix $F^{-1} T_{s h r} P F$ has the form (7.2).

Proof. Note that $T_{s h r} P=\frac{1}{2} P+\frac{1}{2} e_{1} e^{T}$ and $P=\left[e_{i_{1}}, \ldots, e_{i_{n+1}}\right]$. If $i_{1}=1$, then

$$
T_{s h r} P=\left[\begin{array}{cc}
1 & \frac{1}{2} e^{T} \\
0 & W_{1}
\end{array}\right]
$$

where $W_{1}$ is an $n \times n$ permutation matrix multiplied by $\frac{1}{2}$. Hence $e^{T} W_{1}=\frac{1}{2} e^{T}$ and

$$
F^{-1} T_{s h r} P F=\left[\begin{array}{cc}
1 & -\frac{1}{2} e^{T}+e^{T} W_{1} \\
0 & W_{1}
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
0 & W_{1}
\end{array}\right] .
$$

If $i_{1}>1$ and $T_{s h r} P e_{j}=e_{1}$, then

$$
T_{s h r} P=\left[\begin{array}{cc}
\frac{1}{2} & \frac{1}{2} e^{T}+\frac{1}{2} e_{j-1}^{T} \\
\frac{1}{2} e_{i_{1}-1} & W_{2}
\end{array}\right]
$$

where $W_{2} e_{j-1}=0, e^{T} W_{2} e_{i}=\frac{1}{2}(i \neq j-1)$ and $e^{T} W_{2}=\frac{1}{2}\left(e^{T}-e_{j-1}^{T}\right)$. Since $e^{T} e_{i_{1}-1}=1$,

$$
\begin{aligned}
& F^{-1} T_{s h r} P F=\left[\begin{array}{cc}
\frac{1}{2}+\frac{1}{2} e^{T} e_{i_{1}-1} & \frac{1}{2} e_{j-1}^{T}-\frac{1}{2} e^{T} e_{i_{1}-1} e^{T}+e^{T} W_{2} \\
\frac{1}{2} e_{i_{1}-1} & -\frac{1}{2} e_{i_{1}-1} e^{T}+W_{2}
\end{array}\right] \\
&=\left[\begin{array}{cc}
1 & 0 \\
\frac{1}{2} e_{i_{1}-1} & -\frac{1}{2} e_{i_{1}-1} e^{T}+W_{2}
\end{array}\right]
\end{aligned}
$$

Remark 14. If $i_{1}=1$, then the first column entries are 0 except for entry $(1,1)$. If $i_{1} \geq 2$, then entry $\left(i_{1}, 1\right)$ is $\frac{1}{2}$, while the remaining entries are $0\left(\ell \neq 1, i_{1}\right)$. Hence $\|b\|_{2} \leq \frac{1}{2}$. The entries of submatrix $C$ are only $0, \frac{1}{2}$ and $-\frac{1}{2}$. In column $j$, there can be at most two nonzero elements. Theorem 8 and Corollaries 9 and 10 imply that $\rho(C)=\frac{1}{2}$. Note that $\|C\|_{1} \leq 1$.

We also need the following simple results.
Assume that for $i \geq 1$,

$$
A_{i}=\left[\begin{array}{cc}
1 & 0  \tag{7.3}\\
b_{i} & C_{i}
\end{array}\right] \in \mathbb{R}^{(n+1) \times(n+1)} \quad\left(C_{i} \in \mathbb{R}^{n \times n}\right)
$$

It is easy to see that

$$
L_{k}=\prod_{j=1}^{k} A_{j}=\left[\begin{array}{cc}
1 & 0  \tag{7.4}\\
\sum_{i=1}^{k}\left(\prod_{j=1}^{i-1} C_{j}\right) b_{i} & \prod_{j=1}^{k} C_{j}
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
x_{k} & \prod_{j=1}^{k} C_{j}
\end{array}\right]
$$

Lemma 15. Assume that $\left\|\prod_{j=1}^{k} C_{j}\right\| \leq c_{k}, \sum_{k=1}^{\infty} c_{k}$ is convergent $(<\infty)$ and $\left\|b_{k}\right\| \leq$ $\gamma$ for all $k$. Then $L_{k}$ converges and

$$
\lim _{k \rightarrow \infty} L_{k}=\left[\begin{array}{ll}
1 & 0  \tag{7.5}\\
\widetilde{x} & 0
\end{array}\right]
$$

for some $\widetilde{x}$.
Proof. If $\sum_{k=1}^{\infty} c_{k}$ is convergent, then $c_{k} \rightarrow 0$. Hence $\prod_{j=1}^{k} C_{j} \rightarrow 0$ as $k \rightarrow \infty$. Since $s_{k}=\sum_{j=1}^{k} c_{j}$ is convergent, for any $\varepsilon>0$ there is a number $k_{0}=k_{0}(\varepsilon)$ such that for
$m>k \geq k_{0},\left|s_{m}-s_{k}\right|<\varepsilon$. Thus for $m>k \geq k_{0}$, we obtain

$$
\left\|x_{m}-x_{k}\right\| \leq \sum_{i=k+1}^{m}\left\|\prod_{j=1}^{i-1} C_{j}\right\|\left\|b_{i}\right\| \leq \gamma \sum_{i=k+1}^{m} c_{i-1} \leq \gamma \varepsilon
$$

Hence $x_{k} \rightarrow \widetilde{x}$ for some $\widetilde{x}$.
Remark 16. If $\left\|C_{j}\right\| \leq q<1$ for $j \geq 1$, then $\left\|\prod_{j=1}^{k} C_{j}\right\| \leq q^{k}$ and the series $\sum_{i=1}^{\infty} q^{i}$ is convergent.

Remark 17. For the matrices $C_{i}$ of (7.2), either $\rho\left(C_{i}\right)<1$ or $\rho\left(C_{i}\right) \geq 1$. Since in any induced matrix norm $\left\|C_{i}\right\| \geq \rho\left(C_{i}\right)$, we cannot expect convergence improvement from the latter matrices, unless their effect is compensated.

Assume now that for some indices $j, 1 \leq\left\|C_{j}\right\| \leq Q$, while for other indices $i$, $\left\|C_{i}\right\| \leq q<1$. Denote by $t_{1}(k)$ the number of those $C_{i}$ 's that satisfies $\left\|C_{i}\right\| \leq q<1$ $(1 \leq i \leq k)$, and denote by $t_{2}(k)$ those $C_{i}$ 's that satisfiy $1 \leq\left\|C_{i}\right\| \leq Q(1 \leq i \leq k)$. Clearly, $0 \leq t_{i}(k) \leq k$ and $t_{1}(k)+t_{2}(k)=k$. Then

$$
\left\|\prod_{j=1}^{k} C_{j}\right\| \leq q^{t_{1}(k)} Q^{t_{2}(k)}
$$

Assume that $\kappa \in \mathbb{N}$ is such that $\frac{1}{q^{\kappa-1}} \leq Q \leq \frac{1}{q^{\kappa}}$. Then $\left\|\prod_{j=1}^{k} C_{j}\right\| \leq q^{t_{1}(k)-\kappa t_{2}(k)}$. If $\varphi(k):=t_{1}(k)-\kappa t_{2}(k)$ is a monotone increasing sequence converging to infinity, then $\prod_{j=1}^{k} C_{j} \rightarrow 0$ as $k \rightarrow \infty$. Note that $\varphi(k) \leq k$. The root test of infinite series guarantees that if for some $k_{0}>0$,

$$
q^{\frac{\varphi(k)}{k}} \leq r<1 \quad\left(k \geq k_{0}\right)
$$

then $\sum_{i=1}^{\infty} q^{\varphi(i)}$ is convergent. This condition is certainly satisfied if $\frac{\varphi(k)}{k} \geq \mu$, where $0<\mu<1$ is a fixed number. Observe that in such a case $k \geq t_{1}(k) \geq \mu k+\kappa t_{2}(k)$ and $t_{2}(k) \leq \frac{1-\mu}{\kappa} k$. If $Q=1$, then $\kappa=1$.

We can also give an estimate for the speed of convergence. For $\prod_{i=1}^{k} C_{j} \rightarrow 0$, we have the estimate $\left\|\prod_{j=1}^{k} C_{j}\right\| \leq q^{\varphi(k)} \leq q^{\mu k}$. For the speed of the convergence $\sum_{i=1}^{k}\left(\prod_{j=1}^{i-1} C_{j}\right) b_{i} \rightarrow \widetilde{x}$, we have the estimate

$$
\left\|\widetilde{x}-x_{k}\right\|=\left\|\sum_{i=k+1}^{\infty}\left(\prod_{j=1}^{i-1} C_{j}\right) b_{i}\right\| \leq \gamma \sum_{i=k}^{\infty} q^{\varphi(i)} \leq \gamma \sum_{i=k}^{\infty} q^{\mu i} \leq \frac{\gamma q^{\mu k}}{1-q^{\mu}}
$$

We have just proved the following
Corollary 18. Assume that $\left\|C_{k}\right\| \leq Q$ and $\left\|b_{k}\right\| \leq \gamma$ for all $k$. Denote by $t_{1}(k)$ the number of those $C_{i}$ 's that satisfies $\left\|C_{i}\right\| \leq q<1(1 \leq i \leq k)$, and denote by $t_{2}(k)$ those $C_{i}$ 's that satisfies $1 \leq\left\|C_{i}\right\| \leq Q(1 \leq i \leq k)$. Define $\kappa \in \mathbb{N}$ by the inequality
$\frac{1}{q^{\kappa-1}} \leq Q \leq \frac{1}{q^{\kappa}}$. If for some $k_{0} \in \mathbb{N}$ and $\mu \in(0,1), t_{1}(k) \geq \mu k+\kappa t_{2}(k)$ holds ( $k \geq k_{0}$ ), then $L_{k}$ converges and

$$
\lim _{k \rightarrow \infty} L_{k}=\left[\begin{array}{ll}
1 & 0  \tag{7.6}\\
\widetilde{x} & 0
\end{array}\right]=\widetilde{L}
$$

for some $\tilde{X}$. For the speed of the convergence we have the estimate

$$
\begin{equation*}
\left\|L_{k}-\widetilde{L}\right\| \leq \Gamma q^{\mu k} \tag{7.7}
\end{equation*}
$$

where $\Gamma>0$ is a suitable constant depending on $\mu$ and $\gamma$.
Remark 19. If $t_{2}(k)=0$ for $k \geq 1$, then $t_{1}(k)=k$ and $\mu=1$. If there are only a finite number of cases, when $1 \leq\left\|C_{i}\right\| \leq Q$ holds, we can omit it in the sense that if after iteration, say $k_{0}$, only $\left\|C_{i}\right\| \leq q<1$ occurs, then $t_{2}(k) \leq k_{0}, t_{1}(k) \geq k-k_{0}$ and we can set $\mu=1$ in the above Corollary 18 .

Given $n$, we have a finite set of matrices $T_{i} P^{(i)}$, say, $\mathcal{T}$ that may occur in the infinite product (5.6) if the Nelder-Mead method is applied to some function $f$. For each $T_{i} P^{(i)}$, we have the representation

$$
T_{i} P^{(i)}=F\left[\begin{array}{cc}
1 & 0^{T}  \tag{7.8}\\
b_{i} & C_{i}
\end{array}\right] F^{-1}
$$

Hence $B_{k}=\prod_{i=1}^{k} T_{i} P^{(i)}=F L_{k} F^{-1}$ and $B_{k}$ is convergent if and only if

$$
L_{k}=\prod_{i=1}^{k}\left[\begin{array}{cc}
1 & 0^{T} \\
b_{i} & C_{i}
\end{array}\right]
$$

is convergent. For some of the $C_{i}$ 's, $\rho\left(C_{i}\right) \leq q \leq 1$, while for the others $\rho\left(C_{i}\right) \geq 1$. Define the sets

$$
\mathcal{W}_{1}=\left\{T\left(\frac{1}{2}\right) P_{j}, T\left(-\frac{1}{2}\right) P_{j}: j=1,2\right\} \cup\left\{T_{s h r} P: P \in \mathcal{P}_{n+1}\right\}
$$

and

$$
\begin{aligned}
\mathcal{W}_{2}=\left\{T(2) P_{1}, T(1) P_{j}: j=1\right. & \ldots, n\} \\
& \cup\left\{T\left(\frac{1}{2}\right) P_{j}, T\left(-\frac{1}{2}\right) P_{j}: j=3, \ldots, n+1\right\}
\end{aligned}
$$

If $T_{i} P^{(i)} \in \mathcal{W}_{2}$, the matrix has a second eigenvalue $\left|\lambda_{2}\right| \geq 1$, and for the corresponding $C_{i}, \rho\left(C_{i}\right) \geq 1$ holds. Although Lemma 7 does not guarantee that for matrices $T_{i} P^{(i)} \in$ $\left\{T\left(\frac{1}{2}\right) P_{j}, T\left(-\frac{1}{2}\right) P_{j}: j=1,2\right\}$, the second largest eigenvalue $\left|\lambda_{2}\right|<1$ or $\rho\left(C_{i}\right)<1$, a thorough computer check shows that it is the case, at least up to $n=20$. However $\mid \lambda_{2}$ |'s are approaching 1 as $n$ increases. Hence we assume the following:
(A) If $T_{i} P^{(i)} \in \mathcal{W}_{1}$, then $\rho\left(C_{i}\right)<1$, and if $T_{i} P^{(i)} \in \mathcal{W}_{2}$, then $\rho\left(C_{i}\right) \geq 1$.
(B) There is a matrix norm $\|A\|_{w}$ (induced by a vector norm $\|x\|_{w}$ ) such that if $T_{i} P^{(i)} \in \mathcal{W}_{1}$, then $\left\|C_{i}\right\|_{w}<1$.

Since the sets $\mathcal{W}_{1}$ and $\mathcal{W}_{2}$ are finite, there are numbers $0<q<1 \leq Q$ such that for $T_{i} P^{(i)} \in \mathcal{W}_{1},\left\|C_{i}\right\|_{w} \leq q<1$, and for $T_{i} P^{(i)} \in \mathcal{W}_{2}, 1 \leq\left\|C_{i}\right\|_{w} \leq Q$. Also we can assume that for every $T_{i} P^{(i)} \in \mathcal{W}_{1} \cup \mathcal{W}_{2},\left\|b_{i}\right\|_{w} \leq \gamma$.
Theorem 20. Assume ( $A$ ) and (B) are satisfied and the initial simplex $S^{(0)}$ is nondegenerate. Let $t_{1}(k)$ be the number of Nelder-Mead steps (operations $T_{i} P^{(i)}$ ) that belong to $\mathcal{W}_{1}$, and $t_{2}(k)$ be the number of those steps (operations $T_{i} P^{(i)}$ ) that belong to $\mathcal{W}_{2}$ during the first $k$ iterations of the Nelder-Mead method. Also assume that $\kappa \in \mathbb{N}$ is such that $\frac{1}{q^{\kappa-1}} \leq Q \leq \frac{1}{q^{\kappa}}$ If for some $k_{0} \in \mathbb{N}$ and $\mu \in(0,1), t_{1}(k) \geq \mu k+\kappa t_{2}(k)$ holds ( $k \geq k_{0}$ ), then the Nelder-Mead algorithm converges in the sense that for all simplex vertices $x_{j}^{(k)} \rightarrow \widehat{x}(j=1, \ldots, n+1)$ holds as $k \rightarrow \infty$ with a convergence speed proportional to $q^{\mu k}$. If $f$ is continuous at $\widehat{x}$, then $f\left(x_{j}^{(k)}\right) \rightarrow f(\widehat{x})(j=1, \ldots, n+1)$ holds as well.

Proof. Under the assumptions

$$
L_{k}=\prod_{i=1}^{k}\left[\begin{array}{cc}
1 & 0^{T} \\
b_{i} & C_{i}
\end{array}\right] \rightarrow\left[\begin{array}{ll}
1 & 0 \\
\widetilde{x} & 0
\end{array}\right]=\widetilde{L}
$$

with the speed

$$
\left\|L_{k}-\widetilde{L}\right\|_{w} \leq \Gamma q^{\mu k} .
$$

Hence

$$
B_{k} \rightarrow F\left[\begin{array}{cc}
1 & 0  \tag{7.9}\\
\widetilde{x} & 0
\end{array}\right] F^{-1}=\left[\begin{array}{c}
1-e^{T} \widetilde{x} \\
\widetilde{x}
\end{array}\right] e^{T}=\widehat{x} e^{T}=B
$$

with the speed

$$
\begin{equation*}
\left\|B_{k}-B\right\|_{w} \leq \Gamma \operatorname{cond}(F) q^{\mu k} \tag{7.10}
\end{equation*}
$$

Corollary 21. $\operatorname{diam}\left(S^{(k)}\right) \rightarrow 0(k \rightarrow \infty)$ with a speed of $O\left(q^{\mu k}\right)$.
For higher dimension, we can expect slower convergence, since $q$ approaches 1 .
8. The convergence of the Nelder-Mead method in low dimensions

Here we demonstrate the use of Theorem 20 for $n=1,2,3$. The cases show an increasing technical complexity and also the growth of $\max \left\{\rho\left(C_{i}\right): T_{i} P^{(i)} \in \mathcal{W}_{1}\right\}$.
8.1. The Nelder-Mead method in one dimension. For $n=1$,

$$
\mathcal{W}_{1}=\left\{T\left(\frac{1}{2}\right) P_{j}, T\left(-\frac{1}{2}\right) P_{j}: j=1,2\right\}
$$

and

$$
\mathcal{W}_{2}=\left\{T(1) P_{2}, T(2) P_{2}, T(1) P_{1}\right\}
$$

Lemma 11 implies

$$
F^{-1} B_{k} F=\prod_{i=1}^{k}\left[\begin{array}{cc}
1 & 0 \\
b_{i} & c_{i}
\end{array}\right]
$$

Note that for $T_{i} P^{(i)} \in \mathcal{W}_{1},\left|c_{i}\right|=\frac{1}{2}=q$, and for $T_{i} P^{(i)} \in \mathcal{W}_{2},\left|c_{i}\right| \geq 1$ and $1 \leq\left|c_{i}\right| \leq$ $2=Q$. Here the norm $\|\cdot\|_{w}=|\cdot|$. Hence Theorem 20 implies the convergence with $\kappa=1$.
8.2. The Nelder-Mead method in two dimensions. For $n=2$, the six permutation matrices of set $\mathcal{P}_{3}$ are

$$
\begin{array}{lll}
P_{1}=\left[e_{3}, e_{1}, e_{2}\right], & P_{2}=\left[e_{1}, e_{3}, e_{2}\right], & P_{3}=\left[e_{1}, e_{2}, e_{3}\right], \\
P_{4}=\left[e_{2}, e_{1}, e_{3}\right], & P_{5}=\left[e_{2}, e_{3}, e_{1}\right], & P_{6}=\left[e_{3}, e_{2}, e_{1}\right] .
\end{array}
$$

Define

$$
\mathcal{W}_{1}=\left\{T\left(\frac{1}{2}\right) P_{j}, T\left(-\frac{1}{2}\right) P_{j}: j=1,2\right\} \cup\left\{T_{s h r} P_{j}: j=1, \ldots, 6\right\}
$$

and

$$
\mathcal{W}_{2}=\left\{T(1) P_{2}, T(2) P_{1}, T(1) P_{1}\right\} \cup\left\{T\left(\frac{1}{2}\right) P_{3}, T\left(-\frac{1}{2}\right) P_{3}\right\} .
$$

The similarity transformation

$$
F^{-1} T P F=\left[\begin{array}{ll}
1 & 0^{T}  \tag{8.1}\\
b & C
\end{array}\right]
$$

on the elements of $\mathcal{W}_{1} \cup \mathcal{W}_{2}$ yields matrices $C_{i}$ for which $\rho\left(C_{i}\right)<1$, while $\left\|C_{i}\right\|_{2}>1$.
Since all such $C_{i}$ 's have diagonal Jordan forms, it would be an ideal situation if for some norm $\|\cdot\|_{w}$, every $\left\|C_{i}\right\|_{w}$ would be close to $\rho\left(C_{i}\right)$. Such thing is possible, if the matrices $C_{i}$ are simultaneously similar to diagonal matrices (see, e.g. [26 28]). However, this requires that all matrices $C_{i}$ must be pairwise commuting, which is not the case here. Instead of this we look for a $2 \times 2$ matrix $S$ such that $\left\|C_{i}\right\|_{w}=$ $\left\|S^{-1} C_{i} S\right\|_{2}$ (induced by the vector norm $\|x\|_{w}=\left\|S^{-1} x\right\|_{2}$ ) is as close to $\rho\left(S_{i}\right)$ as possible. So we try to solve the optimization problem

$$
\begin{equation*}
\min _{S} \max \left\{\left\|S^{-1} C_{i} S\right\|_{2}: T_{i} P^{(i)} \in\left\{T\left(\frac{1}{2}\right) P_{j}, T\left(-\frac{1}{2}\right) P_{j}: j=1,2\right\}\right\} \tag{8.2}
\end{equation*}
$$

For the matrix

$$
S=\left[\begin{array}{cc}
2 & -\frac{4}{5} \\
0 & \frac{8}{5}
\end{array}\right] \quad(\operatorname{cond}(S) \approx 1.6404)
$$

we have the following numerical results.

| Case | Operation | $C_{i}$ | $\rho\left(C_{i}\right)$ | $\left\\|C_{i}\right\\|_{2}$ | $\left\\|S^{-1} C_{i} S\right\\|_{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | $F^{-1} T(1) P_{2} F$ | $C_{1}$ | 1 | 1.6180 | 1.3765 |
| 2a | $F^{-1} T(2) P_{1} F$ | $C_{2}$ | 1.6861 | 3.1787 | 2.7043 |
| 2b | $F^{-1} T(1) P_{1} F$ | $C_{3}$ | 1 | 1.6180 | 1.3765 |
| 3a | $F^{-1} T\left(\frac{1}{2}\right) P_{1} F$ | $C_{4}$ | 0.8431 | 0.9056 | 0.8438 |
| 3b | $F^{-1} T\left(\frac{1}{2}\right) P_{2} F$ | $C_{5}$ | 0.7071 | 1.2892 | 0.8438 |
| 3c | $F^{-1} T\left(\frac{1}{2}\right) P_{3} F$ | $C_{6}$ | 1 | 1.2892 | 1.0 |
| 4a | $F^{-1} T\left(-\frac{1}{2}\right) P_{1} F$ | $C_{7}$ | 0.7071 | 0.9056 | 0.8438 |
| 4b | $F^{-1} T\left(-\frac{1}{2}\right) P_{2} F$ | $C_{8}$ | 0.8431 | 1.0399 | 0.8438 |
| 4c | $F^{-1} T\left(-\frac{1}{2}\right) P_{3} F$ | $C_{9}$ | 1 | 1.0399 | 1.0 |
| 5a | $F^{-1} T_{\text {shr }} P_{1} F$ | $C_{10}$ | $\frac{1}{2}$ | 0.8090 | 0.6882 |
| 5b | $F^{-1} T_{\text {shr }} P_{2} F$ | $C_{11}$ | $\frac{1}{2}$ | 0.5 | 0.6882 |
| 5c | $F^{-1} T_{\text {shr }} P_{3} F$ | $C_{12}$ | $\frac{1}{2}$ | 0.5 | 0.5 |
| 5d | $F^{-1} T_{\text {shr }} P_{4} F$ | $C_{13}$ | $\frac{1}{2}$ | 0.8090 | 0.5 |
| 5e | $F^{-1} T_{\text {shr }} P_{5} F$ | $C_{14}$ | $\frac{1}{2}$ | 0.8090 | 0.6882 |
| 5f | $F^{-1} T_{\text {shr }} P_{6} F$ | $C_{15}$ | $\frac{1}{2}$ | 0.8090 | 0.6882 |

Here we can select the values $q=0.85\left(q \approx \rho\left(C_{4}\right), \rho\left(C_{8}\right)\right), Q=2.71$ and $\kappa=7$. Note that for $T_{i} P^{(i)} \in \mathcal{W}_{1},\left\|C_{i}\right\|_{w} \leq q<1$, and for $T_{i} P^{(i)} \in \mathcal{W}_{2}, 1 \leq\left\|C_{i}\right\|_{w} \leq Q$.

Hence Theorem 20 implies convergence with $\kappa=7$.
The applied optimization technique (8.2) is somewhat similar to the joint approximate diagonalization method (see, e.g., [29]).
8.3. The Nelder-Mead method in three dimensions. For $n=3, \mathcal{W}_{1}$ has 28 elements, while $\mathcal{W}_{2}$ has 8 . It can be checked that for $T_{i} P^{(i)} \in \mathcal{W}_{1}, \rho\left(C_{i}\right) \leq 0.9275$ and $\left\|C_{i}\right\|_{2} \leq 1.2622$. A numerical solution of the optimization problem (8.2) gives the following matrix

$$
S=\left[\begin{array}{ccc}
-0.6012 & 1.5707 & 0.3968 \\
1.4938 & -0.0616 & 0.4419 \\
-0.6500 & -0.7949 & 0.7620
\end{array}\right]
$$

for which $\left\|C_{i}\right\|_{w}=\left\|S^{-1} C_{i} S\right\|_{2} \leq 0.9293\left(T_{i} P^{(i)} \in \mathcal{W}_{1}\right)$ and $\left\|C_{i}\right\|_{w} \leq 2.7729\left(T_{i} P^{(i)} \in\right.$ $\mathcal{W}_{2}$ ). Selecting $q=0.93$ and $Q=2.78$, we have $\kappa=15$, and Theorem 20 holds for $n=3$, as well.

If we exclude the expansion steps, then we can set $Q=1.3725$, resulting in $\kappa=5$ and a faster convergence.
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[^0]:    ${ }^{1}$ It is assumed through the whole paper that the sizes of $e$ and the unit vectors $e_{i}$ are compatible with the operation and/or partition.

[^1]:    ${ }^{2}$ Vector $v$ is such that $v_{i} \geq 1$ and $e^{T} v=1$.

